ADY15263

m - -
7

e DASA ©¢ NDLONRDLOECOMOTECH OPS

DASA-1800- IV

-

| AN
DEPARTMENT OF DEFENSE N

LAND FALLOUT
PREDICTION SYSTEM

"Volume 1V [
ATMOSPHERIC TRANSPORT

"&ky ‘N - ),..’-»_i
-y ra a R ':
e rd ¢
a5 - ~
e e - o v - 7 2 o -
A > : ¢ 5
F e T ; -
(- o - 1
- i

S
Reproduced by . ' : "‘\l‘ : 7
NATIONAL TECHNICAL O\ |
INFORMATION SERVICE LT
S\
ey

U S Department of Commerce
Springfield VA 22151

20




THIS DOCUMENT IS BEST
QUALITY AVAILABLE. THE COPY
FURNISHED TO DTIC CONTAINED
A SIGNIFICANT NUMBER OF

PAGES WHICH DO NOT
REPRODUCE LEGIBLY.



NOTTICE

THIS DOCUMENT HAS BEEN REPRODUCED FROM THE
BEST COPY FURNISHED US BY THE SPONSORING
AGENCY. ALTHOUGH IT IS RECOGNIZED THAT CER-
TAIN PORTIONS ARE ILLEGIBLE, IT IS BEING RE-
LEASED IN THE INTEREST OF MAKING AVAILABLE

AS MUCH INFORMATION AS POSSIBLE.




DEPARTMENT OF DEFENSE
LAND FALLOUT PREDICTION SYSTEM ,

Volume IV - Atmospheric Transport .

e S, W Sy et v mene awar oy
e s 4 v

- o e St . <y

) TO-B66-46
.~ 2 Febumamp: ¥967

T\W. Schwenke, 1. Kohlberg, H&G Norment
dWS‘Y °G. Ing

e e Tt am e s L v
S

Technical Operations Research
Burlington, Massachusetts

e a Pyt )

This research has been sponsored by the
Defense Atomic Support Agency
under NWER Subtask A7a/10,058

Submittad to

U.S. Army Nuclear Defense Laboratory
Edgewood Arsenal, Maryland

DASA{-(‘{ 800-1IV
¥

~




ACKNOWLEDGMENTS

The work reported in this volume of DASA-1800 was funded by the
Defense Atomic Support Agency uyer subtask A7a/10. 058 through con-
tract DA 28-043-AMC-01309(E)“with the U, S, Army Atmospheric
Sciences Laboratory. The authors gratefully acknowledge the contri-
butions and support of W.C. Conover and W. Barr of the U.S. Army
Atmospheric Sciences Laboratory, R. C. Tompkins and L.M, Hardin
of the U.S. Army Nuclear Defense Laboratory, and LCDR J. W. Cane
of the Defense Atomic Support Agency.

i /J “




ABSTRACT

A collection of models developed to simulate atmospheric transport of
local fallout from nuclear detonations is described. These models com-
prise the Transport Module of the Department of Defense Land Fallout Pre-
diction System (acronym DELFIC). Details of the physical bases of the
models as well as the Transport Module computer programs are presented.
The programs provide for temporal and three-dimensional spatial variation
of the wind field. Wind-field construction from input data can be accom-
plished by one of several preprogrammed methods that may be selected on
the basis of the type and quantity of available data. Submodels for special
local circulation systems can be superposed on the macrowind system. A
capability to simulate highly variable topography is included. The com-
puter programs are essentially open ended with regard to capacity for par-

ticle, wind field, and topography data.
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INTRODUCTION

The purpose of the Transport Module is to accept a list of fallout particle prop-
erties and positions at the end of the cloud rise and mathematically transport these
particles through a temporally and spatially varying wind velocity field until they
land on the ground or until the researcher's interests are otherwise satisfied. This
module can be characterized by the terms atomistic, deterministic, and discrete.
It is atomistic because the basic element of the module calculations is the fallout
particle and, at least in concept, the end results of the model are based on the
summation of the effects of individual particles. It is deterministic because the
trajectories of individual particles falling through the atmosphere are uniquely de-
termined by particle and atmospheric properties. It is discrete since the distribu-
tions of particles in space, particle size, and radioactivity are divided into discrete
parts, the effects of which are associated with representative central particles.

The macroscale atmospheric description used within the Transport Module is also
discrete in that the atmospheric volume of interest during a given time period is
divided into subvolumes (cells). Everywhere within a cell the atmospheric prop-
erties are considered to be uniform. Thus, the Transport Module is discrete in

space, time, and particle size.

A set of fallout particles chosen as representative of the contents of cloud sub-
divisions is prepared by the Cloud Rise-Transport Interface program of the Cloud
Rise Module. The generation of this input is described in detail in Volume III of
this documentation; here we review only its essential highlights. Figure 1(a) depicts
the particle cloud resulting from the rise and growth of the nuclear cloud before ac-
counting for wind drift during cloud rise. A region of space that includes the cloud
is subdivided, as shown in Figure 1(b), and a particle content is defined for each
subdivision., In general, the contents of each cloud subdivision are unique. Each
subdivision depicted in Figure 1(b) may be further subdivided into a large number
of spatial subdivisions. Furthermore, each of these spatial subdivisions will be
represented by a number of different central particles — one for each size class
that is actually represented within the original cloud subdivision. Figure 1(c) de-
picts the location of the subdivisions representing a particular size range after the

effect of wind drift during cloud rise has been accounted for,
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(c) Adjust Positions of Wafer Centers to
Account for Winds During Cloud Rise

Figure 1. Operations of the Cloud Rise ~ Transport Interface
Module

The Transport Module takes as input the coordinates of the center of each sub-
division, at which position it assumes residence of a representative central par-
ticle of given mass and size. The time of input of the central particle to the Trans-
port Module also is given. A diagrammatic representation of a cloud subdivision
and its defining parameters as accepted by the Transport Module are shown in

Figure 2. Within the Transport Module the trajectory of each cloud subdivision
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Figure 2. The Elementary Cloud Subdivision and Its Characterization
(B is the dimension of all cloud subdivisions at the time of their definition.)

(represented by its central particle) is determined independently of all others and

transport ceases when the central particle lands on the topography.

Within the Transport Module there are two systems for the description of at-
mospheric flow: the primary, or "macro, " system; and the secondary, or "local,"
system. The use of these systems of description, however, is merely suggestive
of but not restricted to the macrometeorological and local meteorological scales.
In the macroscale description relatively large cells may be employed, and the
totality of cells may include a vast volume of atmosphere perhaps on a macromete-~
orological scale. In the local atmospheric system cells more freedom is allowed
in the mode of circulation description. Within each local circulation system unique
particle transport procedures can apply. For practical reasons the DELFIC sys-
tem restricts the researcher to use, at any one time, only a small number of local
circulation systems that are defined within specified boundaries. Where "local”
and "macro" description systems overlap, the former take precedence since they

are capable of greater precision.




PHYSICAL AND MATHEMATICAL MODELS

Fallout Particle Kinematics

Relationship Between Wind Field and Particle Velocity

The fundamental equations that describe the motion of fallout particles (which
are typically greater than 10u in diameter) in the wind field are the momentum

equation

dv
-2 = - { ¥, - yw[yt),t]} ¢><lyp- wa> + G (1)

and the displacement equation

dr,

_t_=zp , (2)

where pr and 'Yw are the particle and wind velocity respectively, G = -Gk where G
is the gravitational constant and X is a unit vector which points in the positive z

direction, r is the particle's position, and ¢(1V_ - Yw [) is a friction function de-

p
fined so that the frictional force per unit mass between the particle and the wind is

given by*

F=-(yp-zw>¢<lyp—zwl) : (3)

*
A commonly used expression for ¢ in the pressure flow regime is

°p

m

pA |V | = K|y .

©
]
Do

-V -V
p ~w p ~w

while in the Stokes law regime ¢ is a constant.




We have shown in Appendix A of Ref. 1 that for all but the most extreme con-
ditions of airflow, for example, tornadoes, the components of particle velocity

are given by

Vpx =U , “4)
=V , 5
Py ®)
and
sz = -VF + W, (6)

where U, V, and W are the X, y, and z components of the wind velocity, respec-

tively, and V_, is the still-air particle settling rate. In effect we have been able

F
to solve the momentum equation for the fallout particle, thus reducing the dynamics

of the transport problem to the solution of the position equation,

Particle Settling Rates

We have performed a comprehensive survey of the methods used for comput-
ing particle settling rates as given both in the open literature and in the literature
on fallout prediction methods. ! On the basis of this survey, we have concluded .
that the equations of Davies2 for sphereé are most appropriate for use in the DOD
Land Fallout Prediction System. The following procedure is used in computing

particle settling rates:

1. The dimensionless quantity CDRZ, where CD is the drag coefficient and
R is the Reynolds number, is evaluated by the equation

3
4Gpp_d
CLR® = —2 @
3n

where G is the acceleration of gravity, p and pp are the densities of air
and particle, d is the particle diameter, and 7n is the dynamic viscosity

of the air.




2. The Reynolds number is evaluated from the Davies polynomials:

2
CDR

2
R= -2 _2333x10% <CDR2>

-6 N3

2. + 2.0154 x 10 <CDRd>
(8)
- 6.9105 x 1072 <c R2>4 C.RZ < 140
: D » Cp

or

2
log,, R = -1.29536 + 0.986 <10g10 CDR2> - 0.046677 <1og10 CDR2>

(9)

3
+ 0.0011235 <10g10 CDR2> , 100 < CDR2 <4.5x10° .

3. The settling velocity V, is computed from

F

- Bn
Ve = o - 10)
4. For small particles at high altitudes, the settling velocity must be multi-

plied by a drag slip correction, f, where

2.33x10°%
+ ——— e

f=1 do )

(11)

and d and p are in microns and grams per cubic centimeter, respectively.

We have concluded1 that methods commonly used in the past to correct particle
fall rates for shape effects in fallout prediction calculations are incorrect. Appar-
ently it is true that irregularity of shape can have a significant influence on settling
rate; however, the only precise information of a general nature that seems to be
available is that a particle of spherical shape falls at a rate that is a maximum for

particles of equivalent volume of all shapes. In addition, irregularity of shape can

6

a e ax @




cause deviation of particle trajectories from the vertical in still air. It is known
that both of these effects become more pronounced with increase in Reynolds
number, Unfortunately, so little experimental work has been done for particles
in the pressure flow range (i.e., for large Reynolds numbers) that the importance
of these effects to fallout prediction calculations cannot be precisely determined.

Additional studies of these effects should be performed to resolve the issue.

Appendix B of Ref. 1 presents the details of our study and a comparison of

particle settling rate computation methods.

Effect of Atmospheric Diffusion on Particle Transport

In our model of cloud subdivision transport a segment of cloud volume of

height AZ and lateral dimensions 2XO, 2Y0 (see Figure 3) is assumed to move

Figure 3. Segment of Cloud Volume

through the atmosphere as a rigid body if turbulent diffusion is absent. To be
sure, it is assumed (still neglecting diffusion) that the initial extent of the cloud
subdivision is small enough so that the equation of motion of a hypothetical par-
ticle located at the periphery will not differ from that at the center. The motion
of the center is determined from the conventional transport equations as previ-

ously developed (i.e., Eqgs. (4)-(6)).




In reality, the cloud subdivision represents a group of particles (of a par-
ticular size range) whose total number is N and whose initial uniform lateral

density* is

<partic1es - m—2> . (12)

o) 4Y X
oo

During transport, turbulent diffusion tends to disperse the particles of the cloud

subdivision so that by the time the subdivision reaches the ground, its shape will

have changed and its particle density, o, will have decreased and become nonuniform.

The increase in lateral area is due to the cumulative effect of diffusion of all
the particles contained in the slice. If the origin is established at the center of the

slice, the lateral density of particles, P(x,y,t), at a time t is given by

+X +Y
0 (o]
Pyt =0, | | ox-xy-yoew e, (13)
X -¥
(0] (o]

where the diffusion kernel G(x - x’,y - y,t) is given by

G = @t ! exp {_ [(x -x)2 + (y - y')z:I/ZDt} , (14)

~

with D being the diffusion constant. Consideration of Eqs. (13) and (14) show that
P(x, y,t) is defined over the entire x, y plane, but as an approximation to the theo-
retical result for computational pufposes we have chosen to construct an equivalent
rectangular segment of uniform surface density o with dimensions defined as X, Y.

These equivalent dimensions are determined by requiring that the mean-square

*
The term lateral density is used to refer to the surface density
(particle/unit area) that would result if the particles represented by a cloud
subdivision were deposited vertically onto a horizontal plane.




displacements x2, y2 of the rectangular segment be the same as those computed

from the exact probability distribution P(x,y,t).

It is easy to show that for a uniform distribu’cion,x2 and y2 are related to the

limiting dimensions via the formulas:
x% = 1/3%%; y% = 1/3Y% . (15)
On the other hand, we have
+ 00 400

S y x2P(x,y,t) dx dy

-0 ~00

pol

»
it
Il

2
1o X ¥ Dt + 1/3XO ,
0o o

and (16)

+ 00 4 00

g g y2 P(x,y,t) dx dy

—00 ~00

tol

B
il
[

2
XY —Dt+1/3Y0
0“0 0

The equivalent dimensions of the slice at time t are thus given by

x% = x2%+ 3Dt ,
o
and (7)
% = v2 + 3Dt
)
with corresponding lateral density
N
0= IXY (18)

The user is referred to Pasquill's "Atmospheric Diffusion" 3 for a discussion on

reasonable estimates of D.




Wind-Field Description

As previously mentioned, there are two complementary and simultaneously
compatible modes for describing the wind field: (1) the macrowind description sys-
tem which makes use of a numerical approximation to a complete three dimensional
wind field derived from observed data and is of greatest general utility; and 2) the
local circulation description system which makes use of analytical representations
of special atmospheric situations (e.g., sea breezes or mountain winds). These
local systems also are three dimensional and can coexist with a macrowind field,
in which case they override the macrowind field within the volume of space common
to both. These modes of wind-field description are described in detail in the sub-

sequent sections.

Macrowind Fields

The macrowind-field descriptions are accomplished as follows. A Cartesian
coordinate system that encompasses the region of close-in fallout is established
with arbitrary origin. With reference to this coordinate system, grid square arrays
are specified on horizontal planes at arbitrarily spaced intervals in the vertical di-
rection. Figure 4 illustrates how such a set of strata is used to fill the volume of
atmosphere of interest. Each stratum is further subdivided into a number of wind

cells in a regular manner as is shown in Figure 5.

To assign vectors to wind cells, the user must first specify as input a data set
of wind vectors and vector positions.. This data set can be arbitrary in number and
distributed in an arbitrary manner throughout the atmospheric volume of interest.
The program then determines and associates a wind vector with each wind cell in
the volume of interest, These wind cell vectors are based on the input data, and
there are three interpolation-extrapoiation computational methods available for use

in determining them.

In the first option the program assigns to each wind cell the (iata vector nearest
the cell's center. The second option uses a weighted average of nearest data vectors,
where the user is free to specify both the number and the distances of the vectors to
be considered. The third option uses a statistically derived three dimensional linear
model of the atmosphere based on the N nearest data vectors to perform the required

interpolation or extrapolation for each cell. The method to be used in any particular

10
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The Closest Datum Method. In this method the velocity at the grid point is

assumed to be the same as that of the closest datum point. This will probably be a
good approximation if the location of a measurement is sufficiently close to the ar-

bitrary point.

The Preferential-Weighting Method. In the preferential weighting method V o

is computed as a weighted average of the velocities from observations that lie within
distance R from the grid point in the horizontal plane and distance @ from the grid
point in the vertical direction. Specifically, the relationship between Yo and Yi

is given by

N
v, = Zfi yi , (19)

=1

e

where

N
Z fo= 1 . (20)
i=1

A weighting method described by Cressman4 has bees used in deriving an expression

for fi in the form

21)

The parameters o, #, and N are specified by the use~, o and g have tie physical

. —
case must be determined on the basis of the quantity and quality of the data available,

The notation vsed in the explanation of the three methods is as follows:

Bi = position of ith observed wind velocity vector relative to the

wind-field-array grid point R o

; = measured wind velocity at position Bi

o wind velocity at a wind-field-array grid point Bow zo is to

be determined from Bi and Yi‘

significances described previously. The calculations of the fi are performed '
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so that whenever a factor in Eq. (21) is found to be negative, its value is replaced
with zero. If N is specified to be less than the total number of observations, only

the N observations closest to the grid point are considered in the calculations.

The Least-Squares Method. Here, we assume that each velocity component is

an analytic function of position. Since the wind velocity in the macrowind field will
not undergo very great spatial variations in a short distance, it becomes possible
to approximate each component of the wind velocity by the first few terms of the
Taylor expansion taken about the grid point as origin. We can then write

u=u+ (Vu_ R,

o o

v = V0+ (VV)O'_B ) (22)

and

w=w_+ (Vw) R |
o o ~

where uss Vo and w, are the x, y, and z components of the wind velocity at the
origin. By least-squares fitting of Eq. (22) to the data points, we can determine
the twelve unknown constants u , v, w_, (Vu)_ =A, (Vv) =B, and (Vw)_=C,
o’ o "o o~ ~ o ~ o =
Actually, the computation breaks down into three separate parts involving (uo, A),
(vo, B), and (wo, C). To illustrate the procedure, we shall outline the method for
computing u. If Ui denotes the x component of wind velocity at the ith sounding

station, the ith residual is given by
§i=Ui—ui = Ui - (uo + AXXi + Ayyi + Azzi> . 23)

The constants uo, Ax’ Ay’ and AZ are determine~ by the least-squares method by

minimizing the functional

N
F (uo, Q) = z glz (24)
i=1

13




with respect to these four parameters. The four linear equations so deduced are

BF _ o Ny Y
ou " T LU (YRR (25)
OF _ o - _ .
oA~ 0= z U + § (%o "2 By)x o (26)
8F _ . _ .
aa. = 0= ? Uy * E (Yt ARy o (27)
y

and
oF . _ _ _
2 - 0= ?Uizi+§ (%o + 4 B;) 7 - (28)

Introducing the averaged quantities,

=<1ﬁ> Ui”z=<lﬁ>zxi’3—’=<§>zyi ’

SOENONTE OIS

N}

and
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gives the following matrix equation for u, and A:

o
e

1
(6]
X A ux
X
= (30)
- A -
y y y
z A uz
VA

By use of conventional matrix inversicn techniques, Eq. (30) can be solved for u-

We have
Uy = Vgl F YUK + YUY + Y,z (31)
where
st
1 X L
B:]
Sb -1
(32)
o
3 sl
and
, =B41
4 g
15




in which |B] denotes the determinant of the matrix Eq. (30). The quantities Bkl

are the cofactors which equal (-1)l+k times the complementary minor of the matrix

element Bki' It is easy to show that the y and z components of velocity are given by
AP A A AL + Y3V MR AL (33)

and
LR T Y gWX + YWY YWz, (34)

where the averaged quantities in Eqs. (33) and (34) are of the same nature as those

shown in Eq. (29) with the replacement of Ui with Vi and Wi'

Some reflection shows that the determinant of the matrix can equal zero when
the measured points lie on the same plane or on a line. (For example: if z = z¥is
the same for all stations, then the fourth column of B is z* times the first and fBl
vanishes.) This is 2 manifestation of the impossibility of passing a different plane
through the N points. We have provided for these degenerate cases in the computer
program. When the determinant of B is very small, we revert back to the prefer-

ential-weighting method.

Local Circulation Systems

Provision_has been made to incorporate local circulation systems in the com-
puter program to afford prediction of the wind velocity in regions where (1) direct
measurements of the wind velocity are not readily available and (2) the density of
measuring stations is not adequate to account for rapid spatial changes in the wind
field. At present, two such local circulation systems are available: the orographic

and sea-breeze systems,

The regions controlled by these models are bounded by planes perpendicular to
the coordinate axes. Inside these regions, wind vectors are computed for specific
circulation model parameters. Figure 6 represents three of these local circulation
cells as they may be superimposed upon the macrostratum and wind cell structure,
The important physical features of these local circulation systems, as they pertain
to user application, are now discussed, although the details of the theory in each

case are presented in Appendixes A and B, respectively.
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Figure 6. Wind-Field Volume with Superimposed Local
Circulation System Cells

Orographic Effects. The theoretical model of orographic flow is intended for

use in regions where suitable meteorological data are not readily available. Spe-
cifically, the model assumes that in the absence of the variable terrain region under
consideration, a certain uniform steady velocity field would exist. The mountains
and valleys then cause the assumed flow to change, and it is the resulting wind field
which is computed by the model. It is possible to compute the wind field in a region
" which contains several orographic features by first computing the wind field due to

a single one and then summing up the effects. This procedure works as follows:

Let u, be the velocity of the unperturbed flow (i.e. the flow that would exist in
the absence of the mountains and valleys). Now orient the coordinate system so
that the x direction points along us and let the y axis be perpendicular to u, and
the z axis point in the direction of the zenith. The functions u(x,y, z), vi{x,y, z), and

w(X,y, z) denote the X,y, and z components of the wind velocity respectively.
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We have found that a suitable mathematical representation for a single moun-

tain is

haS
a
z = f(X, Y) = 3/2 ’ (35)

<a2 + I‘2>

where z is the elevation of the mountain, expressed as a function of

1/2
r=(x%+y%) / , (36)

the horizontal distance from the center of the mountain; h is the maximum elevation
of the mountain as can be seen by setting r = 0 in Eq. (35); and a is a characteristic
width of the mountain (when r = a the elevation z = 0,35h). The components of wind
velocity resulting from the mountain whose vertical position with distance is given

by Eq. (35) is given by:

«[. 2 (y.?. + }\2 - 2x2>
ux,y,z) = uo% 1+ (a h) 573 , (37)
t (2.2
i &r + A >
i
v(X,y,2) = ~3uo(a2h> Xy 573 (38)
(x%+2%)
and
wx,y,z) = -3uo<a2h> AX 572 (39)
(% +2%)
where
A= (z+a), (40)
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Obviously, the foregoing expressions for the components of wind velocity are

applicable for
z > f(x,y) (41)

(i.e. for those points which lie above the ground). Equations (37)-(39)can be used
to describe the flow of wind over a valley whose mathematical description is like
that of an inverted mountain, For this situation we merely replace h by -h, the

maximum depression of the mountain.

Another important obstacle to be considered is a mountain ridge whose crest-
line makes an arbitrary angle v with respect to the direction of the unperturbed

flow u,- The pertinent geometric details are shown in Figure 7.

Ay

xl
y —
j /
S Y > x =
~ Direction of
Unperturbed
. } — Flow
Crestline
of Mountain *

Figure 7. Mountain Ridge Not Perpendicular to Flow
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The mathematical description of the elevation of the mountain ridge when

viewed along the y’ axis is given by the expression

*
z =———h——— , (42)

1+ (x'/a)2

where h is the maximum elevation of the ridge; a, in this case, is the half width
(z = 0.5h when x’ = a); and the x and y coordinates are related to X’ and y by the

equations

X =X cosy -~y siny , X' = Xxcosy + ysiny ;
{43)
y = X' siny + ¥ cosvy, y = -xsiny + ycosy
The wind velocity components referred to the x, y, z coordinates are given by
2  (xcosy + ysin )2->\2 '
u=u_ -u (ah)cos”y yrysiy 5 (44)
l:(x cosy + y sin —y)2 + 7\2} '
(X cosy + y sin -y)2 - )\2
v = -u_(ah) cosy siny 5 (45)
. 2 2
xcosy + ysiny) + A
and
w = -ZuO(ah) A cosvy (xcosy * y siny) 5 s (46) .
[(x cos y + y sin 7)2 + xzjl .
where
A=2+a .
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It should be carefully noted that u, v, and w do not depend on y’, as can be seen
from the substitution X’ = x cosy + y siny in Eqs. (44)-(46), so that the origin of
the mountain ridge can be located anywhere along the crestline. Equations (44)-(46)
can also be applied to a valley ridge whose shape is that of an inverted mountain

ridge, with the replacement of h by -h,

In summary then, we can compute the wind field due a mountain, inverted moun-
tain (valley), mountain ridge, and inverted mountain ridge (valley ridge). For the
single mountain (valley) the expressions for the velocity are referred to the center

of the mountain whose coordinates can be denoted by

()

That is, if x, y and z denote the point in question, then the components of the wind

field due to the mountain in question that are computed at this point are given by

ui(x,y, z) = u(x - XY - yi,z> s

vi(x,y, z) = V(X - XLy - yi, z> , 47)
and

wi(x,y,z) = w(x-xi,y—yi,z) ,

where u(x - X,¥ - Y z), v(x - X Y- ¥o z), and w(x - XY - ¥ z) are obtained
from Egs. (37)-(39) with the replacement of x by x - X, andy by y - Y- As in Eq.
(41), the inequality

z > z;‘ = fi(x —xi,y—yi> (48)

must also be satisfied.

Precisely the same considerations concerning the calculation of the wind field
apply for the mountain (valley) ridge. That is, Eqs. (44)-(46) give the velocity of
the wind field when x and y are replaced by x - X and y - Yy where X, and y; are

the coordinates of the center of the ridge and z lies above the ground.
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As demonstrated in Appendix A, the theory shows that the principle of super-
position of ground disturbances is applicable under most conditions, the exceptions
to which are subsequently discussed. What this means is that in a region where

the topography can be described by the equation
£ N
zp = fi<x-xi,y—yi) , (49)
i

where fi(x - X, ¥ - yi) is the mathematical description of a particular orographic
feature (referred to a suitable origin whose coordinates are X yi), the resulting

velocity field can be written as

Y

u(x,y, z) =L ui<x—xi,y—yi,z> ,
i

V(X,y,z) =§ Vi<x‘xi’Y'yi,Z> ’ (50)
i
and

w(X,¥, z) =§wi<x - X,y —yi,Z> )

1

where ui(x - XY oY z), vi(x XLy -V z), and wi(x “XLY o Vg z) are the contri-
butions to the velocity field resulting from the orographic feature whose mathe-
matical description is given by fi(x -X, Y- yi). To be sure, we have assumed in
this model that the topographical description can be resolved into combinations of
mountains, valleys, and mountain and valley ridges whose individual mathematical
description is given by Eqs. (35) or (42) with h either positive or negative. In the
event that this is not feasible, or satisfactory, the user can use the general tech-
nique as outlined in Appendix A to compute the wind field for an arbitrary topograph-

ical description.
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Thus at this time the user is obliged to represent the topography through com-
binations of the four features just discussed. The point to be carefully noted is
that the resulting analytical expression for the topography, which will be of form
given by Eq. (49), should as closely as possible resemble the terrain. Suppose
there are two mountain ridges each of half width a separated by a distance lll, as

shown in Figure 8(a).

RESULTING SHAPE

! () 2 ()

Figure 8. Mountain Ridge Separations

If Zl is large compared to a, then with good approximation the topography can be

represented by the equation

Z = 2 + 2 2 ’ (51)

because when 2 is evaluated in the vicinity of the second mountain ridge (i.e.,

T

X~ X,) the contribution from the first term is negligible. Evaluating z;, at x=x,

gives
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which if 0,1 >> a approximately equals h, the contribution from the second ridge
only. Now consider the same ridges, but this time separated by a smaller dis-

%k
tance 0.2 (Figure 8(b)). Equation (51) will no longer be adequate because zT(x = x2)

becomes

*

h
z X =X =
T< 2> 1+ <Z§ /a2>

+h ,

which can be significantly greater than h if !,7,2 is not very much larger than a.
Thus the dashed line shown in Figure 8(b) might be the resulting topographical
shape if Eq. (51) were used. A possible method for circumventing problems of

this type is to use an expression of the form

* h’ h’
Z = + ’

1+ (x-x1>2/a'2 1+ (x—x2>2 /a’2

where b’ and a’ are "adjusted" parameters, deduced by developing a best fit ap-

proximation to the actual terrain,

In brief, the resulting analytic expression for the topography should be de-

duced by a "best fit" procedure.

As mentioned earlier, there are certain limitations of the model which the
user should be aware of. These restrictions are basically of two types and are
concerned with the extent or actual size of the orographic flow of the 1ocal circula-
tion system, and the shape of the terrain. These aspects of the problem are dis-
cussed in detail in Appendix A; however, a summary of the major conclusions is

as follows:

1. Size Limitations

The theoretical model is based upon a perturbation treatment of
the usual hydrodynamic-thermodynamic equations under the assump-
tion that an adiabatic atmosphere prevails. The relationship between

24
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the change in the wind field A v(x, y, z) and the curvature of the terrain
is deduced by first expressing the three components of Ay (namely
Avi(x, ¥, z)) in a spatial Fourier transform representation,

svmyn = | A e Bk,

and then solving for the Ai(k~). The solution for the Ai(‘i) involves the
derivation of the dispersion relationship for the system, which basically
connects the vertical attenuation constant of the velocity field to the

periodicity of the terrain. This relationship is of the form

kz = kz<kx,ky> ,
and becomes greatly simplified for (1) short wavelengths and (2) when
the Coriolis effect is neglected. It is in fact these simplifications of the
dispersion relationship which yield the relatively simple forms of the
wind fields. The short wavelength restriction requires that the area
designated as a local circulation region be no greater than 50 mi in one
direction. On the other hand, the neglect of the Coriolis effect requires
that the extent of the local circulation system, L, be no greater than

d = 24 Um (52)

m
where Uom is the unperturbed wind velocity expressed in miles per hour.

The condition for which

L<d=24 Uom
is not really a limitation on the applicability of the theory for fallout pre-
diction. If uom is small, the perturbed wind velocity will also be small
(as shown in the analysis) and terrain effects will not be important since

the motion of the fallout particle will be essentially vertical. Thus, the




expressions derived for the wind field by applying the calculation for
short horizontal wavelengths and neglecting the Coriolis effect are entirely
justified from the local circulation viewpoint. For all practical purposes

the requirement
L < 50 mi

is sufficient.

Shape Limitations

The first-order perturbation theory solution is only approximate and
gives increasingly better results as the change in velocity, Av, as com-
pared to u, diminishes. As shown in the analysis, Ay increases with a
corresponding increase of curvature or slope of the terrain; consequently,
we can expect uncertainties between the unknown exact solution and the
results computed from the first-order perturbation theory to also increase
with an increase in slope. Roughly speaking, these uncertainties are of
the order |8| 2, where S is the slope of the terrain. Clearly then, the
model should not be used when S is very large, although the question of
"how large" is not yet resolved. We have been able to partly compensate
for the inadequacies of the calculation for the case of a mountain ridge
whose crestline is perpendicular to the airflow, and we suggest that the

conclusions drawn from this investigation be extended to all cases.

Fundamentally, we have found that the first-order perturbation theory
underestimates the vertical lift in the case of the aforementioned mountain
ridge (see Appendix A). This was demonstrated by showing that the cal-
culated surface wind trajectory (which for the exact solution should be
identical with the contour of the mountain ridge) actually intersected the
ridge. The discrepancies between the exact and calculated surface trajec-
tories increase with a corresponding increase in ridge slope, as given by

the ratio of the maximum elevation, h, to the half width, a.

S = (h/a)

A e e




Slope S

However, by performing the calculations with a larger slope,

S = h'/a ,

where Iv is larger than h, it becomes possible to make the calculated
surface trajectory follow the mountain ridge contour. Figure 9 shows the
relationship between the actual slope S and the required slope 8 whose
use will partially compensate for the limitations of the first-order per-
turbation theory. Thus, if [hl is the actual height of the mountain

(valley) ridge, the calculations should be performed with an b’ given by

| = [nl@/9) , (53)

where the ratio $'/S is evaluated by first determining S (e.g. point A) and
then finding the corresponding value of 8’ (point B). We suggest that the
modification in mountain ridge height, as given by Eq. (53), be extended

to single mountains (valleys), although calculations supporting this
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Figure 9. Slope Compensation




conjecture have not been rendered. The modification of elevation does not
alleviate the shortcomings of first-order perturbation theory; consequently,
we further suggest and, moreover, stipulate in the program itself that

§ <0.6.

It should also be noted in passing that the orographic effects extend
indefinitely in altitude as can be seen by examining the mathematical ex~
pressions for the components of wind velocity. However, we have decided
(based on a few sample calculations) to limit vertical consideration of an
orographic region to three times the height of the highest obstacle in the

region.

The Sea Breeze. The linearized model of the sea breeze as developed by Defant

has been selected as the most suitable model for the sea breeze for two reasons:

(1) it gives good agreement with experimental observation, and (2) the resulting
analytical expressions for the components of the sea breeze are relatively simple
from a computational standpoint. Defant5 approaches the sea-breeze circulation
problem in the sense of Lord Rayleigh's convection theory, the dynamics of which
are governed by the continuity equation, the three momentum equations, the equa-
tion of state, and the heat-diffusion equation, By neglecting density variations in

the continuity equation, and including them in the momentum equations since they
modify the action of gravity, it becomes possible to construct a vorticity function
from which the components of velocity in a plane perpendicular to the coast can be
determined. Included in Defant's model is the assumption of an infinitely long coast-
line which points in the y direction; variations of the meteorological variables in this
direction are neglected. The x axis is perpendicular to the coast and positive inland,

while the z axis denotes the vertical.

Figure 10 shows the typical circulation pattern after sunrise when viewed along
the direction of the coastline (positive y axis). In addition to the x-z circulation
there is an accompanying y component of velocity which is related to the other com-

ponents in a determined way, but is not shown in the figure. The driving force is
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Figure 10. Sea-Breeze Circulation

of course the potential temperature differential at the surface, whose behavior with

x and t is assumed to be given by
f(x,z = 0,t) = sin XXT(t) , (54)

where A= (n/ 2L.) and T(t) is a function of time alone. The circulation pattern shown
in Figure 10 occurs when the land temperature is higher than the water temperature
(discounting the 1hr or so lag time due to the inertia of the system). A positive value

of T(t) corresponds to the surface temperature differential profile shown in Figure 11.

0(x.z=0.1)

T

Figure 11, Temperature Differential Profile
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According to the theory T(t) is expressible as a Fourier series in multiples of the

sidereal day frequency, . That is

T emQt

T(t) = N

, (55)

18

where

2n/Q
-inQt

- -1 "
T = Q(2m) g T(t) e dt = TFe

ir
n (56)

is in general a complex quantity with amplitude' T; and phase Th In addition to
specifying the extent of the sea breeze, Lx’ and T(t), it is necessary to specify the
other characteristic physical parameters of the sea breeze which include: o, the
Guldberg-Mohn friction parameter; K, the thermal eddy diffusivity; 00, the average
ground temperature; I" = (d6 o/ dz), the initial unperturbed temperature gradient;
and sin ¢, where ¢ is the latitude at which the sea breeze is occurring. (A more
comprehensive discussion of these physical parameters and their relationship to

the overall structure of the sea-breeze circulation is available in Appendix B.)

The expansion of T(t) in a Fourier series results in the following expansion of

the components of the wind field:

u(x,y, z,t) =E u x,y,2,t) (57)

v{X,y,z,t) =E V& ¥z, t) (58)
and

w(x,y,z,t) =Ewn(x,y,z,t) , (59)
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where w Vo and w, are the partial contributions to the x, y, and z components
of the wind field respectively from the nth harmonic. These quantities are essen-
tially given by Eqs. (B.59), (B.60), and (B.61) of Appendix B, but can be simplified

to the following form:

k [z
w_ = sin AxJ [en1 cos<n9t+z z+¢)
nz nl n
(60)
knzz
-e cos <th + an + ¢n) ,
4 kn1Z
u_ = cos 7\xJnX Knl e cos (th + l’,nlz + ¢>n + 'nn1>
(61)
z
o n2
—ane cos (n-Qt+ 8n22+ ¢n+ nn2>] ,
and
_ knlz
v, = cos AXJny Knl e cos <th + anz + qbn gt vn>
(62)
_ knzz
-K o€ cos (th AU NS P vn>

The constants J__, J__, and J_ _ are each proportional to T*, the magnitude of the
nz’ nx ny n

nth temperature harmonic, and like all the mode-dependent constants appearing in
Eqs. (60)-(62) are dependent on the physical parameters of the sea breeze. The

nl’ znl’ knz’ Enz’ Knl’ an’ M1’ "n2’
ent of Tn orT, while ¢n =a + "rn where o is mode-dependent but otherwise in-

constants k and v, are completely independ-

*
dependent of Tn or T .
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Since knl and kn2 are negative, all the components of the sea breeze will decay
with altitude. The sea breeze does not have a precisely defined height but an ef-
fective height can clearly be related to the exponential decay constant. Because the
first harmonic will always be the predominating term, we have decided to define
the height of the sea breeze as twice the reciprocal of the minimum of lkul or
[klzl . Thus HS, the height of the sea breeze, is calculated internally and the user

need not concern himself with its specification.

It is appreciated that situations can arise where information regarding the
internal structure of the predicted sea breeze may be required. For this reason
provision has been made to have the program print out the important mode-dependent

constants and Hs .

We shall now briefly discuss the availability of the physical parameters of the

sea breeze. A summary of suggested parameter values is given in Table 3 (p. 110).

Lx’ the total extent of the sea breeze, is twice the inland or seaward extent of

the sea breeze (in our sea-breeze model it is assumed that the inland and seaward
extent of the sea breeze, as measured from the coasiline, are equal). The dimen-

sions of Lx are assumed to be available,

K, the thermal eddy diffusivity, is taken to be a space-independent quantity and

as such its precise numerical value is not well defined. Measurements of K can,
however, be made, and from them a suitable average value deduced, characteristic

of a particular situation,

0o the average ground temperature, can be determined by standard techniques.

Although ¢, the Guldberg-Mohn parameter, does describe the effect of viscosity

on damping the sea breeze, it is in some respects a device for incorporating friction
in a simplified way — the reason being that it leads to relatively simple mathematical
descriptions of circulation systems which appear to be in agreement with experiment.
By increasing the values of o we shorten the time lag between the maximum tem-
perature and the maximum wind intensity of the sea breeze and also decrease the
intensity per unit of temperature differential. For instance, in calculations per-
formed by Defant,6 it was shown that holding all other parameters fixed and in-

creasing o from 0 to 2.5 x 10~% sec™! shortened the time lag between maximum




temperature differential and the maximum wind velocity from 6.7 to 1.4 hr. Con-
currently, for the same temperature differential, a factor of 3 decrease in wind
velocity occurred. The value of o to be used in a given situation must be based upon
past observations; that is, the sea-breeze circulation must be matched with the
mathematical model by adjustment of 0. There are to our knowledge no known ex-
perimental methods which yield o; however, suggested values are given in Table 3
(p. 110).

T, the vertical temperature gradient of the unperturbed atmosphere, is as-

sumed as is done in all models of the sea breeze,to be positive.

T;: and o the amplitude and phases of the temperature harmonics, are input

quantities calculated from the following formulas. Defining certain quantities 6y

and An by the equations

27/
5, = 2n e § T(t) cos (nft) dt (63)
0
and

2n/Q
A = enta S T(t) sin (nQ) dt , (64)

(=

where the time integration extends over 24 hr beginning at 1200 (noon) local time,

gives
1/2
* _ 2 2
77 = (o3 a2) (©5)
and
_ -1
Ty = tan (An/én) . (66)

It is assumed that the meteorologist who is using the sea-breeze program can iden-

tify those measurements which can lead to the designation of the temporal behavior
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of the temporal differential T(t). It should be understood that the time.t, used in

the sea-breeze calculations is always relative to local noon time.

Besides the inherent physical parameters just described, there is one other
parameter, related to the compatibility of the geometric description of the sea-
breeze coastline to the computer program grid structure requirements, which must
be discussed. It is anticipated that in any real situation a well-defined coastline
length Ly will exist for the sea breeze., Thus, Lx’ Ly, and §, the angle describing
the orientation of the sea-breeze coastline with respect to the y-grid axis, Yg’ es-
tablish the horizontal configuration of the sea breeze.

For computational purposes it is necessary to render the sea-breeze geometry
compatible with the (Xg, Yg) grid structure. This necessitates redefining the extent
of the sea breeze over the area bounded by the dashed lines (in Figure 12) with maxi-
mum and minimum values given by Ymax’ Ymin’ Xmax’ and Xmin’ which are deter-
mined by ert2hlishing the geometric center of the sea breeze, Lx, Ly, and y. How-
ever, the c~lc.iated values of the wind field are strictly defined over the domain of
sea breeze as determined by LX and Ly and x-y coordinate system, Thus, we must
extrapolate the calculations into the stipled and hatched areas. Since the shore-
line is assumed infinite in extent, it is theoretically permissible to use the cal-
culated results, as they are, to determine the wind field in the stipled area. On
the other hand, the extrapolation of the results for values of ]xl > (L )/ 2) is not im-
mediately obvious, but nevertheless can be achieved by interpreting the sea breeze
as a circulation cell located in a continuous chain of circulation cells. However,
this is only an approximation, arising from lack of a better method for attacking
the problem. The degree to which this approximation may be meaningful is un-
resolved, although there is evidence to suggest that compensating air currents flow
in regions adjacent to the sea breeze. If the sea breeze were really a single cell in
a chain of circulating cells, then the sea-breeze equations as already derived would
suffice to determine the wind field beyond |x| > (L x/ 2) because of the x periodicity
of the system. To incorporate the idea of the circulation cells, and at the same
time provide enough flexibility to account for departures from the idealiztion, we
have decided to define the wind field in the hatched region by the relationship

Yix,y,2,t) = ¥, (x,¥,2,t) exp {-ka[lxi - (L)/z )]} ,
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Figure 12. Geometric Considerations Related to the Sea Breeze

where zc is the calculated wind field in vector form whose x, y, and z components
are given by Eqs. (60)-(62), and ka is an attenuation factor. The case ka = (0 cor-
responds to the idealized circulation cell system, whereas large values of ka cor-
respond to attenuated adjacent circulation cells. The computer program is con-

structed so that the present method of extrapolation can be changed at a later date.

ka is an input parameter which must be specified by the user.

35




Transport in a Macrowind Cell

Particle velocity for all particle transport is assumed to be given by the wind
velocity (three dimensional) at the particle position minus the still-air particle
settling rate. Within macrocells, particle trajectories are taken as straight lines;
therefore, particles can be moved from one boundary to the next in one computa-
tional step. Such boundary-to-boundary transport is illustrated in two dimensions
in Figure 13, which also shows the boundaries of one local cell superimposed on
the macrostructure. In more detail, when a particle intercepts the boundary of a
macrocell, the computations proceed as follows. We obtain the particle velocity
components normal to the boundary planes of the wind cell. We then compute the
time at which a boundary intercept would occur in each of the (three) component
directions. The earliest of these (three) intercepts indicates the time of exit and

the coordinates of the exit point are computed, Transport of a single particle

B
i

L/

Figure 13. Boundary-to-Boundary Transport and a Mountain
Wind Cell
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through the compartmented macrowind field is merely an iteration on this s'ngle
particle — single cell logic. During a calculation, complete trajectories are com-
puted serially for individual particles between major time, or topography boundaries,

or both. The exact natures of these boundaries are discussed later.

Transport in a Local Circulation System

When a particle passes into a local circulation system cell the mode of trajec-
tory calculation changes from that used in the macrowind-field cells. Within local
circulation system cells it is possible to calculate unique wind field velocities at all
points. For this reason particle trajectories are computed from the particle veloc-
ity equations using point-slope numerical integration with a constant time step. The

method is as follows. Suppose after n time steps the particle is at location (xn, Yy zn)

and has velocity (Vx, o Vy, o’ VZ, n). Then to determine the position of the particles

at the n + 1th time step, for example, in the x direction, we perform the computa-
tion X 1= % " Y nAt (it is repeated for the other directions). The magnitude of
At is determined by the user. The point-slope method of integration, including re-

striction on values of At, is discussed by Milne. 7

Temporal Variation of the Wind Field

Temporal variation of the wind field is achieved by periodically replacing the
entire wind field description data set. The period of data replacement is variable

and each replacement interval is specified by the user.

Topography Description

Three different methods of specification are available, First, the user can
specify a planar deposition surface at any altitude for use in areas not covered by
local circulation cells. Alternatively, a system has been provided to allow the
user to specify the topography in a piecewise-planar manner such as that illustrated
in Figure 14. A grid system that can be subdivided indefinitely to yield any desired
resolution of detail is used to achieve the desired resolution without the excessive
redundancy of a strictly regular grid. Within local circulation cells other topo-

graphic descriptions must be used. For instance, the topography of mountains
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Figure 14, Piecewise-Planar Topography Specification Below the
Macrowind-Field Volume (numbers are surface heights; vertical
scale is exaggerated)

covered by a mountain wind model ce.i is described by an analytical mountain shape
function. There is no provision in the model to account for shielding effects of
highly variable terrain, Additional details are given in the User Information

section (p. 133 ff) and in Appendix C.
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COMPUTER PROGRAM OUTLINE

Description

In its initial form the DELFIC system is designed for execution on the IBM
7094 computer via the IBSYS-IBJOB processor, and the "overlay” feature is used
to control the input sequence of major sections of the system. To facilitate dis-
cussions of the programs, we have assigned the executive programs of each major
section the names LINK1, LINK2, ... , which are more-or-less indicative of their
positions in the computation flow sequence. The Transport Module essentially con-

sists of three such major program sections:
LINK5 Initialization and control
LINK6 Wind-field description
LINK7 Particle transport.

Figure 15 shows the arrangement in which the computa ions required during
the transport period are grouped for execution. Note that final exit from LINKS5,
the transport executive, is made to a program called LINK8 — the output processor.
Figure 16(a) is a flow chart of the general program logic of the Transport Module.
This simplified representation shows in some detail the hierarchy of computation
loops that make up the transport logic. A simpler representation of this hierarchy
is given in (b) of Figure 16, which shows a nested set of five loops. In the outer-
most loop, there is a test to determine if the specified temporal extent of the trans-
port has been achieved; if not, an updated version of the wind-field description is
computed. In the next lower hierarchy level a part of a multipart wind field de-
scription is brought into the computer (if a multipart description is in use) in order
to transport particles which have gone beyond the in-core part of the description.

In the third level of the hierarchy the topographic description is treated like the
multipart wind description (if required). In the particles aloft list loop individual
particle descriptions are given sequential attention, and in the actual transport code
the individual fallout particle is transported until it reaches either the ground or

some boundary at which in-core data are insufficient to move it further.
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Figure 17 represents schematically the flow of information from secondary (tape)
memory to primary (core) memory and back during an extensive run of the trans-
port program. Using Figure 17 as a guide, let us consider the sequence of data

flows.

Initially, only the particles (input) and topography tapes contain any information,
and only the transport codes themselves are in primary memory. The initialization
and control program (LINKS5) reads identification information from the particles
(input) tape, writes comments on the system output tape. and then, if required,
loads the topography arrays from a previously prepared topography tape. * At this
point the wind-field description program (LINKS6) is called and a wind-field descrip-
tion is generated. This description is generated directly (and completely) into the
wind arrays in primary memory by the current versions of LINK6, However, if
future requirements warrant, a modified version of LINK6 can produce a more
extensive description of the wind field and be forced to store part of it on tape. In
either case, when LINKS6 is completed, the wind arrays are loaded and a "map" of

the wind tape (if any) has been produced and stored in primary memory.

Next, we enter LINK7, the actual transport program. and read a part of the
particles (input) tape into primary memory. The particle descriptions are then
transported one at a time until one of five possible conditions arises. These

conditions, which may be thought of as boundaries, are.

1 The particle drifts beyond the area for which a topographic height
has been specified in core. Inthis case the particle's description

is marked so that it will be eventually written onto the off-topo tape

2. The particle drifts beyond the region for which the wind velocity field
has been specified in core. In this case the description is marked

to go on the out-of-wind-field tape.

X

A special program has been written to aid the researcher in preparing topo-
graphy tapes from topographic maps or other sources (see Appendix C). The user
may, however specify a planar topography and bypass the use of a detailed topo-
graphic tape.
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3. The particle encounters neither of the previously mentioned
boundaries and is still aloft at the time when the wind-field
description must be updated to achieve discrete temporal
variability of the wind field. In this case the description is

marked to go on the time boundary tape.

4. The particle becomes grounded on the topography. In this
case the particle description is marked so that it eventually
is written on the program output tape which is used as an

input to the output processor.

5. The particle drifts beyond the entire secondary as well as
primary memory region of specification for either topography
or winds In this case the particle is labeled as a "lost

particle™ and it is removed from the transport process.

When the entire block of descriptions has been read into memory and processed the
next block of particle descriptions is read into memory and processed. After all
particle descriptions on the original input tape have been processed treatment of
the data (if any) on the three recirculation tapes begins. First, if any descriptions
were written on the off-topo tape, a new block of topographic data is read in and
the off-topo tape is put into the position (symbolically) of the original particles
input tape. Processing continues as before, and eventually the condition will ob~
tain that at the end of a pass no descriptions will be found on the off-topo tape
Under this condition we next consider the out-of-wind-field tape in a manner
analogous to "off-topo. " The treatment given to the time boundary tape is similar,
but when all particles that are still aloft are on the time boundary tape, a new
description of the wind field must be computed. Before each call of the wind-field
program (LINKS6) a check is made to see if the transport time limit has been
exceeded, and if it has been, a termination procedure is executed to record the

final status of memory.

Table 1 is a summary of the 11 programs of the Transport Module, Detailed

discussions of these programs are given in the next section.
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TABLE 1

A SYNOPSIS OF THE PROGRAMS OF THE TRANSPORT MODULE

Name

Called By

Purpose

LINKS5

Executive Program M3*

Transport initialization and control.

RDTOPO

LINKS5 and LINK7

Reads a block of topographic data into core memory.

LINK6

Executive Program M3*

Calls subroutine MKWIND

DUMPP

LINK5 and LINK7

Makes room in the particle array for a block of N new
particle descriptions by writing a set of particle
descriptions onto some memory or ourput tape,

MKWIND

LINKS5

Updates entire wind field description directly into the
common wind field arrays of the Transport Module, It
accepts many wind vector data and computes a spatially
variant wind field description by a number of different
methods such as:

1. Assign to the wind grid point the vector
at the nearest data points

2, Assign to the wind grid point a distance
weighted average of the vectors at the N
nearest data points

3. Fit a linear model to the N nearest data
points by least squares and use that model
to assign the vector to the grid point

Provision has been made throughout the programming for
the eventual inclusion of a system for the use of a volumi-
nous wind field description recorded on and retrieved from
a secondary memory system such as magnetic tape or disk.

RDCIRS

MKWIND

Reads data which describe any local circulation system
which may exist. These data state the size and location of
each local circulation cell and identify the computation
program which is to be used within each cell,

LINK7

Executive Program M3

Transports all input particle descriptions through the
specified wind field,

FALRAT

LINK?

Computes settling rate for a particle as a function of
particle size and altitude,

HEIGHT

LINK7

Retrieves the height of the topography for the position of
the current particle from the topographic data arrays.

LOTRAN

LINK7?

Transports a particle within or above a local circulation
system cell.

MTWND1

LINK7 and LOTRAN

A dual purpose subroutine which (1) reads the data that is
needed by the MTWND1 (mountain wind) program

and carries out those computations that are invariant with
position, or (2) computes wind vectors at specified positions
within the MTWNDI1 cell,

RGWND1

LINK7 and LOTRAN

Like MTWNDI1 but for the analytical ridge wind
model.

CBREZ1

LINK7 and LOTRAN

Like MTWNDI1 but for the analytical sea breeze wind
model.

_(-}ETWND

LINK?7 and LOTRAN

Retrieves the appropriate wind vectors from the macro-
wind-field description arrays.

‘See DASA-1800-VII (Operator's Manual).
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Program Discussion

In this section we present a detailed description of each of the executive
P
programs and subroutines of the Transport Module Each program description

is headed by the program name, its call list (if any). and flow chart (FC) number.

Subroutine FALRAT (ALT, PSIZE, FV, ATEMP, RHO. FROG, ISOUT}(FC-1)

This subroutine computes the settling rate of a particle at height ALT in an
atmosphere for which the density and dynamic viscosity are tabulated in arrays
RHO and ATEMP respectively. These tabulations must be for 200 m intervals
starting from 1000 m below MSL, T Fall rate equations derived by Davies2 are
used All units are in the meter-kilogram-second {mks) system except for PSIZE,
the diameter of the particle, which is in microns, and FROG, which is the pre-
computed product 4/ 3*g*ROPART*10_8 where ROPART is the density of fallout
particles (mks) and g is the acceleration of gravity (mks).

The Davies equations which are functions of the quantity CDR2 are valid over
separate ranges of CDRZ. The separation occurs at CDR =140. An overall
upper limit of CDR2 =4,7Xx 107 is imposed by Davies for the validity of his
equations. However, for lack of an appropriate substitute for use in computing the
settling rate for particles which exceed this limit, we have chosen to use Davies
equation for cases where CDR2 >4.7Xx 107A The program will record an indication
that the limit was exceeded for each case encountered

The computation proceeds in the following manner. After locating the particle

T

intermediate parameters Next CDRR is tested to determine which expression is

in one of the atmospheric layers, ' the program computes CDRR(CDRz) and several
to be used for the terminal velocity.. If the upper range is used, a check is made

to determine if CDRR > ¢ 7 x '107. If this is so, the printout "DAVIES EQUATIONS
ARE INACCURATE FOR PSIZE MICRONS AT ALT METERS" is made PSIZE
refers to particle diameter in microns and ALT refers to particle altitude in meters
Then, the settling rate of the particle, FV, is computed Finally, a drag slip
correction in the form of Cunningham's factor (see Appendix B of Ref. 1) is applied

to FV and control is returned to the calling program.

*
There are numerous error checks throughout the programs that result in

calls to subroutine ERROR when termination is required A full description of
subroutine ERROR is included in DASA-1800-VII (Operator's Manual)

¥ The atmosphere structure defined for the cloud-rise computations is used
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Subroutine DUMPP (FC-2 and FC-3)

This subroutine along with parts of the main programs of LINKS5 and LINK7
manages the system of primary (core) and secondary (tape) memory that is used to
record descriptions of particles (central particles of cloud subdivisions) during
transport, DUMPP serves to select and write one or more of the subsets of the
particle descriptions (defined in Table 2) in primary memory onto some secondary
memory or output tape and thus to make room available in primary memory. As
one of its inputs DUMPP accepts the number (N) of particle descriptions for which
room must be prepared in primary memory. It does not return until at least N
blank lines have been made available in the top (low-numbered end) of the particle
description arrays. DUMPP begins by selecting for dumping onto tape that set of
particles which is considered best from the point of view of machine efficiency. In
general, the largest set is considered to be best to dump because of the time re-
quired to put a tape drive into motion. However, an exception is made for the class
of grounded particles, since they will be written on the transport-output tape
(IPOUT) and will never be recirculated into the primary memory; therefore, when-
ever dumping the set of grounded particles would make sufficient room available
(counting those lines that are already blank) for N incoming particle descriptions,
the set of grounded particles is dumped, Before the actual dumping occurs, the
particle description in core storage is reordered so that all descriptions to be
dumped are located in a solid block beginning at the top of the particle descriptions
array, and all particle descriptions that are to remain in core are moved below
this block. The dumping operation then is executed, and finally a block of blanks
(empty spaces) large enough to receive the incoming particles is prepared at the

top of the particle descriptions array.

The main transport loop (in LINK7) passes sequentially across the list of
particle descriptions which consist, for the Jth particle, of three spatial
coordinates XP(J), YP(J), and ZP(J); a time coordinate TP(J); a particle size
PS(J); and a mass per unit area FMAS(J). At the end of its pass the main transport
will have marked each of the descriptions to indicate its membership in one of
the five classes listed in Table 2. To avoid the use of another array of data, the
sign bit of FMAS(J) and the sign and magnitude of the time coordinate TP(J) are
used to record the class of the description as indicated in Table 2,

48




Referring to the general
and the deailed flow charts of
subroutine DUMPP (FC-2,

TABLE 2

PARTICLE CLASSIFICATION IDENTIFIERS USED BY DUMPP

Cl F .
ass MASW) TPO) | JTESTL  and FC-3, respectively), we
Blank 0 Not Used shall next consider its opera-
Grounded particles -FMAS(J) -TP) 1 tion, First by comparing N,
Lost particles. These are particles -FMAS(J) TLIMIT 2

that have gone beyond the complete the number of inc ommg partl—

wind field or topographic description s .
cle descriptions, with NFREE,
Topography boundary particles. +FMAS(J) -TP(J) 3

These are particles at the limit of the current number of blank
the in-core topography

lines in the arrays, we can

Time boundary particles. These are +FMAS(J) ENDTIM 4
rticles at the time limit for the N . .
D oo wind freld ' immediately determine whether
Wind-field boundary particles. These -FMAS(J) +TP() 5 any descriptions must be
are particles at the spatial limit of the
in-core wind field dumped. If none need be

dumped, we set JTEST =0 to
indicate that no blanks are known to already be at the top of the particle arrays and
then transfer to 152 where the needed number of blank lines are brought to the top
of the arrays from wherever they may be within them, If some particles must be
dumped, we transfer to 151 to determine which set to dump.

At 151 we determine if the number of particles in the grounded set plus the
number of blank lines in total provide enough space for the block of N particles
which are to come in. If they do, we set the parameters JTEST =1 and JTEST = NG
to indicate respectively the class of particles to be dumped and the size of that class.
Then a transfer is made to 18 where other preparations are made to carry out the
dump. If a larger dump is required to yield N empty spaces, the set with the largest
membership is selected and JTEST1 (see Table 2) and JTEST are set appropriately.

At 18 a safety test leading to an error stop is carried out followed by a thres-
hold test on the size of the set to be dumped. Because a limit exists on the size of
any particle block read by the output processor (see DASA-1800-VI), and also be-
cause we must impose block size control to allow for recirculation of data during
transport itself, a maximum block size is defined within the LINK5 program. No
block larger than NBMAX will be written by DUMPP,
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At 181 the program branches, on the basis of the class of particles to be
dumped (JTEST1), to a code that appropriately sets a group of assigned go-to
statements and tape name parameters for use within the code that iactually selects
particle descriptions, Also at these points, the appropriate class count (NG,
NLOST, NTO, NTI, or NW) is decreased in accordance with the number of des-

criptions about to be dumped.

At 99 a one-line summary printout of information on the particle block to be
dumped and of the particle counts is executed, Specifically. this output consists
of the following data in order of printing from left to right: JTEST, JTEST1, and
the current (predump) values of the in-core counts for blanks, grounded particles,
lost particles, topography boundary particles, time boundary particles, and wind-
field boundary particles. Then we set certain parameters that are used within the
loop that actually sorts the particles to be dumped into the top of the particles array.
That loop, beginning at 98, first classifies a line in the particle array into one of
three classes: blank, to be dumped. or not to be dumped Classification is done by
a set of assigned go-to statements. After this three-way classification, various
actions occur in such a way to provide the needed sort into a contiguous block with
something close to the theoietically minimum number of word movements. The
particle classification and sorting code is logically complex and should be modified

only with great caution.

At 1102 the sort is completed and all class indicator signs are set positive in
preparation for actual dumping. In the case that lost particlés are to be dumped,
the control parameter IC(8) is tested to determine if printed listings of lost parti-
cles are requested. If IC(8) = 0, the lost particle count and particle descriptions
(XP, YP, ZP, TP, PS, and FMAS) for the complete block are written on the IBSYS
output tape for printing, If IC(8) # 0, this printing is deleted In any case, no further
dumping action is required for lost particles. For all other classifications of parti-
cles, the block of particle descriptions is written on the appropriate binary auxiliary

tape following its block count.

At 154 additional sorting is done, if necessary, to prepare a solid block of blanks
at the top of the particles description array that is large enough to receive the incom-
ing block of particle descriptions This is done by interchanging locations of particles
that lie above the block boundary with blanks that lie below it.
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INITIALIZE FOR
BLOCKING SORT
IRSET = 0
ICON = 0
JB = NALOFT
JT=1 J=JB

WRITE OUT A
NUMP SUMMARY
RECORD

BRANCH
ON FMAS(J)

BRANCH ON
TP@) - TLIMIT

BRANCH ON

BRANCH ON
TP(J) + ENDTIM

TPW) - ENDTIM

003'1"0 BLANK
DUMPED BE DUMPED
()
FC-3. (Continued) Detailed Flow Charts for Subroutine DUMPP
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NO

REPLACE STORED
PARTICLE IN
BLANK LINE

JBL

()

RESET KEYS
(OF ALL PARTICLES]
TO BE DUMPED

RITE SELECTED TAPE
OUTPUT TAPE BINARY
TO BE USED?
ITEST
NTAP = 1S0UT? XP@)... J=1,JTEST

PRINT: OUTPUT
APPROPRIATE TITLE
FOLLOWED BY

XPW)... J=1,JTEST

NFREE =
NFREE + JTEST

FMAS(J) =0
FOR

J =1, JTEST

N = JTEST

CONSOLIDATE
BLANKS IN PARTICLE
ARRAYS FROM
LINE JTEST TO
LINE N

(e)
FC-3. (Continued) Detailed Flow Chart for Subroutine DUMPP

56

S




Subroutine RDTOPO (no flow chart)

This subroutine is used by both LINKS5 and LINK7 to read topographic data
from: the topographic data tape IHTOPO. The contents of tape IHTOPO are
described in detail in the User Information section, and the FORTRAN variables

referred to below are defined there.

For each block of topography data to be read, subroutine RDTOPO checks the
values of II, JJ, and KK to determine whether they are within the prescribed
range of values to avoid the possibility of an overflow in core storage beyond the
space reserved for the arrays. If an error is found, the comment —INCORRECT
TOPO TABLE OI' CONTENTS — is made and execution of the run is terminated.
If satisfactory values of II, JJ, and KK are found, the arrays S and SUBSID are
read into core memory from tape IHTOPO, and control is returned to the calling

program,

Subroutine LINK5 (FC-4 and FC-5)

This program acts as an initializer and controller for the Transport Module.
Upon the first entrance to LINK5 it initializes parameters and reads the following
information from the IBSYS input tape: a transport identifier, transport control
data (array IC(J)), and thc transport time limit (TLIMIT). Based on the control
data LINK5 next rewinds only those tapes that may be used during transport. If
a piecewise-planar topography tape is to be used, its identifier is next read and
checked. If the wrong tape has been mounted, a comment is written and the
program awaits operator action before trying again. Next, the tape of particles,
IPARIN, ' ready for transport is checked in a manner similar to that used on the
topography tape. When found to be correct the program next reads from this tape
(IPARIN) a number of data sets that are needed by either transport or the output
processor, or both. Included in these data sets are: detonation parameters; the Cloud
Rise-Transport Interface Module run identifier;the cloud-rise identifier; the detondtion
identifier; the fallout particle density; tabulated distributions of particle mass,
activity (optional), and surface-to-volume ratio as functions of particle diameter;
and a tabulated atmospheric description that consists of viscosity and density

versus altitude.

*Tape IPARIN has heen prepared by the Cloud Rise-Transport Interface Module,
See DASA-1800-111.
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Next, a parameter (FROG) is computed that is required by the particle setting
rate computations (subroutine FALRAT). Then if a piecewise-planar topography
tape is not to be used, a height is read and stored for use as the height of a fully
planar topography and a transfer is made to statement 205 where wind data are read.
On the other hand, if a piecewise-planar topography is to be used, its identifier and
table of contents are read from the tape IHTOPO. The parameter HTOPO is set at
the highest topographic height on the whole tape and the first topo data block is read
by calling subroutine RDTOPO,

At 205 the program reads a wind-field data set identifier from the system in-
put tape and transfers to the transport output tape IPOUT) all identifiers and
descriptive tables required by the output processor. Next LINK5 prints a title page
for the transport run including identifiers and atmospheric data and then transfers

to 200 where the transport executive begins,

Statement 200 is the place to which control is immediately transferred upon
any entrance to LINK5 except for the first, At 200 TLIMIT and ENDTIM are
compared to determine if the processing of the Transport Module has been com-
pleted. Note that transport is considered to be unfinished so long as ENDTIM, the
time at which the current wind field must be updated is not greater {later) than the
user-specified time of transport cutoff (TLIMIT), (ENDTIM is initialized to 0.0 on
the first pass through LINK5, It is assigned its true value by the wind description
program MKWIND which is called by LINK6, subsequent to LINK5, when LINKS5 has
set IEXEC = 1 at statement number 400, )

When transport has been completed, LINKS5 sets N = NALOFT and calls DUMPP
to dispose of any particle -descriptions that may remain within core memory. Next,
if any particles remain on the time boundary tape they are read in and printed as
lost particles for the benefit of the user. Finally at 501 the terminating zero is
written on the transport output tape IPOUT), the comment — TRANSPORT IS
COMPLETED, etc., —is written and the executive control word IEXEC is set to

zero to cause a transfer to LINKS8 of the Output Processor Module (see DASA-
1800-VI.)
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NO

IS THIS THE
FIRST ENTRY TO
LINK5?

INITIALIZE
REWIND TAPES
READ CONTROL DATA
CHECK TAPE IDENTITIES

READ PARTICLE AND

ATMOSPHERIC DATA
PREPARE FIRST PART OF TRANSPORT
INTERMEDIATE OUTPUT TAPE (IPOUT)

ANY MORE TIME YES
INTERVALS TO BE | IEXEC =1 RETURN
DEALT WITH ? ]

T

RETURN TO GET OR COMPUTE
A NEW WIND FIELD

MAKE FINAL TRANSPORT

COMMENTS TO USER
AND OPERATOR

IEXEC = 0

RETURN TO CALL OUTPUT
L PROCESSOR OR STOP RETURN

FC-4. General Flow Chart for Subroutine LINK5
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FIRST PASS?

P
JFTOPO =0
INITIALIZE p————p IBYPAS = 918273 MXTOPO = 4
IPARIN= 11 DTLOC = 10,0
IOTOPO =4 DTMAC =10.0
IOWIND =3 NALOFT = 200
HTOPO =10 NBMAX = 150
IPOUT =9 NFREE = NALOFT
IPAROT =1 NLOST =0
JTOPL =0 NSTRAT =70
JWINDL =0 NW=20
JTIMEL =0 NTO=0
ENDTIM =0 NG=0
JDONE =0 ILIM =10
JLIM =10
KLIM = 400
N
J=1
CLEAR ARRAY >
FMAS Y
-~ FMAS(J) = 0.0
el J=Jd+1
NO
YES

READ TRANSPORT IDENTIFICATION CARD,
(TID), J = 1,12)
Y
READ CONTROL INTEGER ARRAY
(ICw@), J=1,18)

/
C{EAD TRANSPORT TIME LIMIT

(T LIMIT)

GO TO

@)
FC-5. Detailed Flow Charts for Subroutine LINK5
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REWIND
} IHTOPN

. 5
™
w

ES

O

REWIND
IOTOPO

REWIND ALL TAPES
INVOLVED IN
TRANSPORT

il
5]
w

N\
OB

Z

¢}
v
]
I3

:
3

IPAROT

REWIND IPARIN

REWIND IPOUT

REWIND
THTOPO

CHECK IDENTIFICATION ON
TOPOGRAPHY TAPE

PAUSE

REWIND
IPARIN

CHECK [DENTIFICATION ON
PARTICLES INPUT TAPE

WRONG

ID_ {PRINT ON-LINE
COMMENT

()
FC-5. (Continued) Detailed Flow Charts for Subroutine LINK5
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DETONATION PARAMETERS \
READ FROM IPARIN: FW, SSAM. SLDTMP, TMSD, SIGMA, SPARFI,
TW, HOB, NSP, XGZ, YGZ, TGZ, BZ, NCL, RADMAX

INTERFACE IDENTIFIER
ED@), J =1, 12

CLOUD RISE IDENTIFIER
CRID@), J =1, 12

DETONATION IDENTIFIER
DETID@), J =1, 1
FALLOUT PARTICLE DENSITY
NUMBER OF PARTICLE SIZE RANGES
- N3

PARTICLE SIZE, MASS IN RANGE, PARTICLE ACTIVITY

M%myp ~T0- %M
@, VYD, VZ@, VX@), I=1,

NUMBER OF ATMOSPHERIC STRATA

ATMOSPHERIC VISCOSITY AND DENSITY
TEMP(J), , Jwl,

FROG = 1, 306666 7E - 17° RUPART

PRECOMPUTE A CONSTANT
FOR FALL RATE CALCULATIOR

READ A SINGLE
TOPO HEIGHT
FROM SYSTEM
INPUT TAPE
AND RECORD
IT IN TTOPO

READ TOPO IDENTIFIER FROM
IHTOPO
(TOPIDY), J =1, 12)

( READ TOPO TABLE OF

CONTENTS FROM IHTOPO
ARRAYS TOPOLM AND ITOPLM

HTOPO = 0.0
I=1

FIND HIGHEST TOPO |
HEIGHT ’ R
HTOPO - TOPOLM4. J)

_HTOPO - TOPOLM{4.J)
0, +
JaJ+1 &
NO
YES
GO TO

(c) |
FC-5. (Continued) Detailed Flow Charts for Subroutine LINKS
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[TAD TOPO DATA BLOCK >

CALL RDTOPO(1)

READ A WIND FIELD IDENTIFIER
FROM SYSTEM INPUT TAPE
WID@), d= 1, 12

WRITE ON TRANSPORT INTERMEDIATE OUTPUT TAPE (IPOUT)

A HEADING, DETONATION PARAMETERS, ALL IDENTIFIERS, PARTICLE
DISTRIBUTION DATA, AND ATMOSPHERIC PROPERTIES. THIS INCLUDES
EITHER THE TOPO IDENTIFIER FROM TAPE OR MERELY THE
TOPO HEIGHT IN THE EVENT THAT A FULLY PLANAR

TOPOGRAPHY WAS USED

~

PRINT A TITLE PAGE INCLUDING ALL
IDENTIFIERS AND ATMOSPHERIC DATA

RETURN TO GET OR
PRODUCE NEXT TIME
INTERVAL'S WIND FIELD

!

ANY MORE TIME INTERVALS * NTI =0
TO BE DEALT WITH? > IEXEC = 1 RETURN
YES TO 400

N = NALOFT

|

WRITE REMAINING
PARTICLES OUT OF CALL DUMPP
MEMORY

RITE A FINAL ZERO BLOCK COUNT AND
AN EOF ON THE TRANSPORT
INTERMEDIATE OUTPUT TAPE (IPOUT)

DO
{fN THE TIME BOUNDARY (————Pp~

REWIND TPOUT

ANY PARTICLES REMAIN!

TAPE (IPAROT)? Y

PriNT ON LINE AND OFF:
TRANSPORT IS COMPLETED. ...

REMAINING WINDFIE LD

TO OUTPUT PROCESSOR

RETURN TO TRANSFER
OR STOP

(d)
FC-5. (Continued) Detailed Flow Charts for Subroutine LINKS5
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%(})2)

700 |

Y

7
! WRITE A TERMINAL
ZERO ON IPAROT

; REWIND >
IPAROT

PRINT TITLE
FOR PARTICLES
LOST AT THE FINAL

TIME BOUNDARY

READ N
FROM IPAROT

N>0

YES

NO

READ N PARTICLE
DESCRIPTIONS
FROM IPAROT

PRINT N
PARTICLE
DESCRIPTIONS

FC-5.

(Continued) Detailed Flow Charts for Subroutine LINK5
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Subroutine LINK6 (no flow chart)

This program merely calls subroutine MKWIND, the wind-field description
subroutine, It has been left as a separate subroutine in anticipation of its use as a

branch point to select the desired program to be used for the wind-field description,

Subroutine RDCIRS (FC-6)

The purpose of this subroutine is to read a set of data which describes the
geographical limits of the area covered by each of the local circulation systems
that are to be used within the transport, Also, the identification number (NCRTYP (K))
for the computation code (local circulation model) applicable within each of the local
circulation cells is read. At thé time of this writing only three types of local cir-

culation systems are used:

Identification

__Number Program to be Used Model
1 MTWND1 Mountain wind
2 RGWND1 Ridge wind
3 . CBREZ1 Sea breeze

The data are read from the IBSYS input tape,one card image at a time, with
all data pertaining to the Kth local circulation area appearing on the same card. A
count of card images read is accumulated in variable K and reading is terminated
whenever a blank card (NCRTYP(K)= 0) is encountered. At this time the number of
local cells for which data have been read is stored in NLOCIR and a return is made
to the calling program. An error stop occurs whenever a circulation code identifier

(NCRTYP(K)) which is either negative or greater than 5 is encountered.

Subroutine MKWIND (FC-7 and FC-8)

This subroutine forms and stores in core a horizontally and vertically variant
wind description on the basis of inputs from the IBSYS input tape. Inputs are as

follows:
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120 Jt

DATA STATING THE
COORDINATE LIMITS
AND COMPUTATION TYPE
OF ONE LOCAL CELT.

K=K+1

READ FROM INPUT TAPE CRMINX(K), CRMAXX(K)
CRMINY(K), CRMAXY(K), NCRTYP(K)

NCIR = NCRTYP(K)

o @ IRROR = 122
0 +

YES

NCIR > 5 @ | IRROR = 124

-
NO (parm*: LOCAL cmcumno»)

CODE (NCIR) IS NOT
AVAILABLE

NLOCIR=K -1 PROGRM = RDCIRS
(BCD)

CALL
ERROR

FC-6. Flow Chart for Subroutine RDCIRS
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1. Control variables ENDTIM, which gives the time at which
wind field to be constructed from the following data ceases
to be valid; ALPHA and BETA, which are weighting param-
eters to be applied to vertical and horizontal distances (see
Eq (21) ff. ); NN, which specifies the number of nearest
vectors to be used in estimating the wind vector at a grid
point; and NCODE, which identifies the desired computational

option,

2. Specifications for constructing the wind-field grid for the
Jth vertical stratum in the form BOTHIT{J), WGRINT(J),
WLLX(J), WLLYJ), WURX(J), and WURY (J); BOTHIT(J)
is the height of the bottom of the Jth stratum, WGRINT (J)
is the grid interval to be used in the Jth stratum, and
WLLX(J), WLLY({J), WURX(J). WURY(J) are lower left
corner and upper right corner limit coordinates. Note that
each stratum specification is independent of all others. The
specification input is terminated when a value BOTHIT(J) >
999999, 0 is encountered.

3. Wind vector data from which the wind field is to be constructed:
ZS(K), X8(K), YS(K), SX(K), SY(K), and SZ (K); ZS(K) is the
height of the Kth vector, XS is the east-west coordinate of
the Kth vector, YS is the north-south coordinate of the Kth
vector, SX(K) is the eastward component of the Kth vector,
SY(K) is the northward component of the Kth vector, and
SZ (K) is the upward component of the Kth vector. The
vector reading operation is terminated when a value
ZS(K) > 999999. 0 is encountered.

A wind-field tape IS NOT WRITTEN by this program, Flowchart FC-7 is a
functional flow chart of this program that shows how the four available computation
options are arranged to use much of the same code. Flow chart FC-8 presents

the details of the subroutine and may be used to follow the ensuing discussion.
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LOOP TO SELECT

SET UP LOOP
FOR LOADING
GRID POINTS

COMPUTE DISTANCE
BETWEEN GRID

POI AND
ALL DATA VECTORS

SELECT THE
NN NEAREST
DATA VECTORS

LEAST SQUARES
NCODE = 4

No

COMPUTE WEIGHTING
FACTORS FOR
THE NN NEAREST
DATA VECTORS

COMPUTE VECTOR
ESTIMATE FOR
CURRENT GRID

POINT

START

READ CONTROL DATA WIND VECTOR DATA
AND SPECIFICATIONS OF THE DESIRED
MACRO WIND FIELD GRIDE

BRANCH
ON THE
COMPUTATION
METHOD NUMBER,
NCODE.

NN « JTOPV,
NN =1 THE TOTAL
NUMBER OF DATA
VECTORS
‘r

f WEIGHTED LEAST SQUARES

,:‘éaﬁgg AVERAGE OF ON NEAREST
ALL DATA NN DATA

COMPUTE LEAST

YES SQUARES PLANAR

MODEL PARAMETERS
FOR GRID POINT

l

COMPUTE VECTOR
ESTIMATE FOR
CURRENT GRID

POINT

NO

68

FINISHED
WITH ALL GRID
POINTS?

YES

PRINT ALL INPUTS

AND OUTPUTS
READ LOCAL
Aky)  4—— cELL LiMITS
AND TYPES
CALL FOR
RETURN] 4——] TRANSPORT
PROGRAM

FC-7, Organizational Flow Chart for Subroutine
MKWIND

WRITE: COMPUTATION

METHOD (NCODE)
1S NOT
AVAILABLE

PROGRM = MKWIND
{BCD)

CALL
ERROR




SORT STRATU'M

SPECIFICATIONS INTO
ORDER OF INCREASING ;’

ALTITUDE

/ READ ENDTIM (THF TIME FOR THE NEXT
UPDATING OF THE WIND FIELD) AND ALPHA
{A WEIGHTING FACTOR FO" "ERTICAL DISTANCES)
D BETA (A WEIGHTING FACT! OR HORIZONTAL DISTANCES)

|

t
READ XN (THE NUMBER OF NEAREST DATA POIN )
USED IN MAKING GRID POINT VECTOR ESTIMATES) AND NCODE
N Vﬂ'li”)" TFICATION OF T "OMPUTATION METHOD To BE USED)

READ
CONTROL
DATA

PROGRM =

TRROR = 1034 MKWIND

;

READ SPECIFICATION
OF DESIRED GRID
AND STRATA

ARRANGEMENT

! \MP DOWN CALL
&FCTOR DATA ERROR

PRINT: ENCOUNTERED
TWO WIND GRID LAYER
REQUESTS FOR THE
SAME ALTITUDE

BOTHIT (J)-
BOTHIT (J-1)

SWAP THE J-TH SPECIFICATION
FOR TH -iTH
SPECIFICATION AXND SET
KS-1

VECTOR COMPONENTS SX()), \HY)

READ DATA
VECTORS

HROR - 100

(@)
FC-8. Detailed Flow Charts for Subroutine MKWIND
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SET JTOPV, THE
COUNT OF
DATA VECTOR'S

PRINT: NN WAS REDUCE
TO (ITOPY)

NN = JTOPV

CHECK THE
COMPUTATION
CODE NUMBER

PRINT: INADEQUATE
CONTROL DATA
COMPUTATION METHOD
| WILL BE USED

1
NN = JTOPV
ALL VECTORS PRINT: COMPUTATION
ARE TO BE TREOR = 11 METHOD INCODE) IS
USED NOT AVAILABLE
J {RROR = 121
//

= WGRINT(W)/ 2 ¢
— TLOIW) - (WURXAIW) - WLLXAGW))/WGRINTLIW) - 1 0
IBADD(Y = 1 (WURYUW)  WLLYTWH/WGRINTUWY - 1 0
K=o WORINTEIW) /2 0
o WLEXGW) - Wiz
= WLLYMIW) - We
(X =1 LY =1

SET COUNTS OF
X AND Y GRID

1 SQUARES

+

LY

L oy POTHITLTS) ,",‘;”””"'v'\ "J Zi = BOTHITEIW)

R

)
FC-%. (Continucd) Detailed Flow Charts for Subroutine MKWIND
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'—---—-----

T1 = (28(J) - 2G
Tl=T1*T1~
T2 = ALPHAS - T2

Tl = {X8(J) ~ X
= ((BETA2 - Tl) /(BETAZ + TI})) * DZ2(J)

G) * (XS(J) - XG) + DY2(J)

D2ty =

FC-8.

BIG

COMPUTE SQUARE
OF WEIGHTED
DISTANCE BETWEEN

JTH VECTOR AND POINT

‘COMPUTE SQUARE
OF DISTANCE
BETWEEN J-TH
_VECTOR AND GRID POINT

COMPUTE SQUARE OF
DIAGONAL DISTANCE
BETWEEN VECTOR

AND GRID POINT

NE,
NN DATA VECTORS
RECORD DISTANCE IN
DM AND INDEX IN NADT

SCAN TO LOCATE ANY
VECTOR NEARER THAN
THE MOST REMOTE OF
THE NEAREST NN

RESET DM AND NADT
TO INDICATE THE
MOST REMOTE OF THE

NEAREST NN
VECTORS

INCREMENT INDEX
FOR STORING
COMPUTED VECTORS

WEIGHTED
AVERAGE

MP = NADW)

NAD(J) = NAD(NADT)

'\"\D{\ADT) = NTEMP
= DKL)

g

KL = NAD(KKK)

DM = D2(KKK)
NADT = KKK

ARE WE USING
LEAST SQUARES
METHOD”

LEAST SQUARES

(d)
(Continued) Detailed Flow Charts for Subroutine MKWIND
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NS

SDYZ
SAU

SNN = NN SDzZ2=0 SAV =0 SVX =0
SDX = 0 SDXY = 0 SAW = 0 SVY =10
8DXZ = 0 SUX =10 8Vz =0

0 SUY =0 SWX =0
0 SUz=0 SWY =10

KL = NAD(J)

T1
TZ

7S(KL) - ZG

XS(KL) - XG TY = YS(KL) - YG

SDX = SDX + T1
SDX2 = SDX2 + T1 » Tl
SDXY = SDXV + Tl #« TY

SDY = SDY + TY
SDY2 = SDY2 + DY2(KL)
SDXZ = SDXZ + T1 » TZ

SDZ = SDZ « TZ
SDZ2 = SDZ2 - DZ2(KL)
8DYZ = SDYZ + TY » TZ

SAU = SAU + SX(KL)
SUX = SUX ¢ Tl  SX(KL)
SVX = SVX + T1 » SY(KL)

SAV = SAV + SY(KL)
SUY = SUY ¢ TY » SX(KL)
SVY = SVY + TY » SY(KL)

SAW = SAW + SZ(KL)
SUZ = SUZ + TZ * SXKL)
SVZ = SVZ + TZ » SY(KL)

SWX = SWX + T1 » SZ{KL)

SWY = SWY + TY  S2(KL)

SWZ = SWZ + TZ & SZ(KL)

SAUGL = SDY2 » SDZ2 - SDYZ « SDYZ
SAUG2 = SDXY # SDZ2 - SDYZ + SDXZ
SAUG3 = SDXY » SDYZ - SDY2 » SDX2Z
SAUGH = SDX2 » SDYZ - SDXY * SDXZ

I

B11 = SDX2 * SAUGI - SDXY ¢ SAUG2 + SDXZ » SAUG3

B21 = SDX « SAUGI - SDY » SAUG2 + SDZ « SAUG3

B31 = SDX * SAUGZ - SDY » (SDX2 # SDZ2 - SDXZ » SDXZ) + SDZ » SAUG4
B4l = SDX » SAUG3 - SDY « SAUG4 - SDZ e (SDX2 * SDY2 - SDXY » SDXY)

1

[BB- AMAX1 (|SNN » B111, |SDX » B21], |5DY » B31[,|SDZ « m1r)l

ﬁL\'T:AN EXCESSIVE NUMBER OF SIGNIFICANT FIGURES ARE LO!
IN THE LEAST SQUARES CALCULATION. THE DATA POINTS GO TO
APPROACH A LINE OR PLANE. THE WEIGHTED VECTOR 2UR0
METHOD IS USED FOR GRID POINT (XG, YG, ZG)

TEST FOR
LOSsS OF
SIGNIFICANCE

VX(K) ~ (B11  SAU - B21 « SUX . B31 ¢ SUY - B41 + SUZ)/BBB
VY(K) = (B11 # SAV - Bzl & SVX - B3l « SVY - B4l » SVZ)/BBH
VZ({K) = (B11 ¢« SAW - B2l « SWX + Bl » WY - B41 « SW7)/BBB

G T

X

(e)
FC-8., (Continued) Detailed Flow Charts of Subroutine MKWIND
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it

INCREMENT AND
TEST

COORDINATE OF

GRID POINT

2Ome

SUM =0
J-1

L = NADW)

D2 (L = 1.0/D2{L)
SIM = SUM+ D2(L)

PRINT: NO VECTORS LIE WITHIN
THE SPECIFIED WEIGHTING REGION.
A RANDOM SELECTION OF NN
VECTORS ARE EQUALLY WEIGHTED
FOR GRID PUINT (XG. YG, ZG).

ARE NO
VECTORS WITHIN
THE WEIGHTING
REGION

VZ(K) = VZ(K) - SZ(L) « D2(L)
J=d 1

CYIK)  VYK)SS1
VZIK) = VZIK)/SUM

5

Xf; = NGO - WORINTOWY
LN - LX)

ON THIRD

@)
FC-8. (Continued) Detailed Flow Charts of Subroutine MKWIND
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INCREMENT AND )
TEST Y
COORDINATE OF
GRTD POINT

XG = WLLX(JW)
YG = YG + WGRINT(JW)
LY=LY + 1 LX =1

(  ON THIRD

INCREMENT ANDw
TEST STRATUM
INDEX JW

PAGE OF
THIS FIGURE

JW=JW + 1

74

PRINT

RESULTS

‘ NO JT=JW -1
IBADD(JW) = IBADD(JT) +
(IL(IT) + 1) (JLEIT)
YES

PRINT: TITLE AND
) ALL INPUT PARAMETERS
AND VECTOR AND

STRATUM DATA
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In the beginning the parameters ENDTIM, ALPHA, BETA, NN, and NCODE
are read from the IBSYS input tape. If NN is zero or negative, an error stop is
printed and the program terminates;* with NN positive, the program transfers con-
trol to 2041 where it begins reading the deck of data in which the user specifies the
wind-field subdivision structure that he wishes the program to use. This reading
operation continues until a card having the value 999999. 0 in the field BOTHIT(J) is
encountered. If such a card is not encountered before more than NSTRAT (speci-
fied in LINK6) cards have been read, an error comment will be written and
processing will be continued. When the deck ending card (BOTHIT(J) = 999999. 0)
is encountered, the variable JTOPJ is set to the number of stratum specifications
that have been read. At statement 1054 the data just read are arranged into ascend-
ing order of stratum base altitude (BOTHIT(J)) by a pair comparison replacement
sort, If during the sort two specifications are found for the same altitude, a comment

is printed and an error stop occurs.

When the program reaches statement number 1055 the sort of stratum speci-
fications is complete and the program begins to read a deck of wind vector data,
This read operation is of the same form as the read of stratum specifications, but
the count of data veétors is recorded in the variable JTOPV. If at the end of the
vector-read operation the number of vectors read does not exceed NN, the speci-
fied number of nearest data vectors to be used in the computation of each wind cell
vector, NN is reset to JTOPV and the computations will continue after a comment

is written.

*The use of NN with the preferential weighting method is somewhat redundant
in that the weighting procedure automatically limits consideration to only those
observations that lie within specified distances, horizontal and vertical distances
being specified independently of the wind-field grid points. Normally one should
specify NN to equal the total number of input wind vector observations when the pre-
ferential weighting method is used. In any case, only the NN wind vectors closest
to each grid point will be used in determining each wind field vector.
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Continuing from statement 106, the program determines if 0 < NCODE < 6 and,
if so, branches on NCODE to make preparations for further processing by the
chosen computation method (see flow chart FC-9 and Table 8). After all transfers
are made to an available computation method via NCCDE, control eventually returns

to statement 115,

At 115 initializations are made for a loop that will fill in sequentially all of the
wind cells of the specified strata and will record the vector values in the arrays
VX{J), VY({J), and VZ(J). The storage index of the first entry in the wind-field
description arrays for the first stratum is set at 1 (i.e., IBADD(1) = 1), the stratum
index JW is set at 1 to designate the first and lowest stratum, and the vector

storage index, K, is initialized at 0.

At 1151 IL(@W) and JL(JW), the number of wind cells in stratum JW in the X
and Y directions, respectively, are computed. The constant 0. 9999999 is added
before truncation of the floating point value to an integer to insure that the cells
will always cover the complete area specified by the user. Next, further initial-
ization occurs and the grid point coordinates XG, YG, and ZG are set at the center
of the first cell of the stratum. Note that special treatment must be given to the Z

coordinate of both the top and bottom strata.

At 1158 the program begins to set up the array NAD, which is used to store ad-
“ress indices of wind data vectors that are nearest neighbors to a particular wind
field grid point. It first sets all NAD(J) =J, J =1, JTOPV, to provide indices for
the full set of data points and to provide an initial set of nearest data points. Note
that in the beginning the NAD do not reference data vectors in order of increasing
distance from the grid point (XG, YG, ZG), but merely provide an initial input to a
sort procedure that will provide such an ordering. Initially, we set NADT, the
index of the NAD representing the data vector which is the most remote (from the
grid point) of the nearest NN vectors, at 1, since prior to the first pass through the
distance sorter all NN data vectors are equally likely to be the most remote of the

set.

Next, in three DO loops ending at 199, 201, and 202 we compute weighting
factors related to the vertical and horizontal distances between the current grid

point and each data vector point, and store the result as a measure of remoteness
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in the array D2(J) which is parallel to the data vector arrays. We attempt to
minimize computation by keeping weighting factor components in parallel arrays

DY2 and DZ2 during the evaluation of a wind field.

After 202 we find the address of and distance to the most remote point (from the
grid point) of the currently specified NN "nearest" data points. (These are the
points whose addresses (indices) are given by NAD(1) through NAD(NN). This
maximum distance is stored in the word DM and NADT is set such that DM =
D2(NAD(NADT)).

At 2072 we may scan the data vectors that are not within the set of nearest
NN to ascertain that there is no vector nearer than the most remote of the nearest
NN. If one is found, its address must be inserted in the place of the most remote
and adjustments made to NADT and DM. (This somewhat obscure procedure is in-
tended to achieve efficiency by making extensive use of the strong correlation that
will exist between the interpoint distances in the array D2 as the calculation
progresses from one grid point evaluation to the next.) At the end of this pro-
cedure (after 2073) the nearest NN data vectors have been located and their addresses
are recorded in NAD(J), J =1, NN,

The grid data storage index K is next incremented and a second branch is made
on the basis of NCODE,

If NCODE = 4, we branch to the least-squares method which uses the NN near-
est data points under the restraint that NN > 4. Rectilinear coordinates of the points
are determined with respect to the grid point at which we wish to calculate the wind
field. Next, the elements of the normal equations matrix are computed and the
complementary minors B11, B21, B31, and B41 are determined. If BB, the

absolute value of the largest of the four products of the cofactors times their

corresponding matrix elements, is not less than 10_20, the determinant BBB is
computed and the ratio ]]33% is found. If BB is less than 10—20 or the ratio
}%% is less than 1077, an excessive number of significant figures are lost in the

least-squares calculation for this particular grid point (i.e., the normal equations

matrix is essentially singular), and the code prints this information and then branches
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to the preferential weighting method (as though NCODE = 1), If neither of these

cases occurs, the wind velocity vectors are computed and stored using index K,

If the preferential weighting method is to be used (NCODE = 1), a transfer is
made to 2080 where weighting factors are computed and summed for the NN near-
est data vectors, Next (after 214), the three vector components are computed as
a weighted average of the vectors at the NN nearest data points and the results are
stored in the arrays VX, VY, and VZ under the index K.

The least squares and preferential weighting methods converge again at
statement 2090 where the indexing and control scheme begins. First, the X
coordinate of the current grid point is incremented, and if the new grid point is
still within the desired wind field, the program returns to 2011 to begin the evalua-
tion of its vector, If the new X coordinate is beyond the wind-field range, X is
reset and Y is incremented and tested. If both X and Y end up beyond the range of
interest, the program moves on to the next higher stratum. When all strata have
been evaluated in full the program branches to 130 where all input data are printed,
and if desired (IC(7) = 1), all computed wind cell vectors are also printed, Finally
at 109 a call is made to subroutine RDCIRS which reads a set of data describing
the limits of all local circulation cells and the types of circulation systems within
them, Upon return from RDCIRS, MKWIND returns to the monitor so that trans-

port may be continued using the newly updated wind field description,

Subroutine LINK7 (FC-9 and FC-10)

This subroutine is the primary transport program, It accepts a tape of trans-
portable particles and transports them, stopping only when it has no more particles
to transport or when a new version of the wind-field description must be prepared.
The fivst action of LINK7 is to interrogate the input parameter IC(6) (see Table 6)
to ascertain whether the transport traces have been requested. If IC(6) < 1, no
traces are printed, If IC(6) =1, the complete in-core particle arrays are printed
after each block of new particles is read in from tape IPARIN, Each line of this
output consists of XP, YP, ZP, TP, PS, and FMAS., If IC(6) > 1, at the beginning

of the main transport 1oop this same information is printed for each particle in
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turn, and in addition after each transport increment the quantities XP, YP, ZP, TP,
TSM, NTI, NG, NTO, NW, NLOST, and IR (see the LINKS5 glossary for definition
of these quantities) are printed for each particle. In the execution of the Transport
Module LINK?7 is always preceded by a call to LINK6, the wind-field description
generator program, Since the data peculiar to each existing local circulation sys-
tem (as defined by RDCIRS which is called by LINK6) must also be updated before
transport begins, LINKY7 first transfers to each of the required local circulation
codes to cause them to read their data. If there are no local circulation systems
in use, or after reading the data for the required local circulation codes, LINK?7
continues at statement number 510. There, assignments are made for parameters
IT and ITT according to the value of IC(1) to control the transport of particles as

they approach the topography (see Table 6),

Next, at 1000 the program makes preparations to enter the main transport
loop. IS and IF are set for use as particle index limits of the main transport loop.
If JTIME1 is zero a regular entrance is being made, but if JTIME1 is negative,
there may be transportable particles in the particle arrays left over from the pre-
ceding pass (prior to the most recent updating of the wind field). In the latter case
the main transport loop is entered with index limits set to cover the full particle

array so that all left-over transportable particles will be dealt with.

If JTIMEL1 is zero or positive (no particles remain at the time boundary), the
program at statement 1112 begins processing transportable particles from tape
IPARIN. Note that the logical tape number recorded in parameter IPARIN is not
always the number of the unit on which the data was originally received from LINK4.
IPARIN always identifies a tape containing transportable particles, but these may
be either the original input from LINK4 or a recirculation of particles that were
written onto some one of the secondary memory units IPAROT, IOWIND, or IOTOPO.
At 1112 LINKY7 reads a block count, N, from IPARIN; if N is positive and N particle
descriptions can fit into the particle arrays, subroutine DUMPP is called to prepare
a place for the N particles. The loop index limits are reset to cause processing of
the incoming N particles and the N particles are read from IPARIN. Finally,
NFREE, the count of empty spaces in the particle arrays, is decreased by N and

control is transferred to 1001 where the main transport loop begins. In the event
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that the block count was zero, the end of the set of transportable particles on IPARIN
has been reached and a transfer is made to 100 where preparations are made to
either recirculate data from secondary memory tapes or transfer to the transport
executive (LINKS5). At this point LINK5 will either call for updating of the wind

field or for the Output Processor Module.

Continuing this explanation at statement 100 we see that if off-topo particles
exist (JTOP1£0), the program selects the next needed topo file, fetches it from
IHTOPO, and subsequently returns to the main transport loop (1001) to make use of

the newly acquired topo data.

At 104 a similar treatment is given to particles that may have gone beyond the
in-core wind field. However, since currently existing wind field programs do not
make use of a tape wind field file, the code beginning at statement 130 will not be

executed,

At 200 preparations are made to return to the transport executive where a

call is provided for either the output processor or the wind-field program.

The main transport loop (between statement numbers 1001 and 160) uses the
index J to identify the current particle description. It begins by determining if the
current (Jth) particle is to be transported. To be transportable it must be identified
by a positive FMAS(J) and O < TP{J) < TLIMIT; the program avoids all untrans-
portable particles by transferring immediately to the loop control point at 160 when-

ever one is encountered,

At 195 NLOCIR, the number of local circulation systems in use, is tested. If
any are in use, the Jth particle is tested to see if it is within or above any local
cell, but if there are none in use, this test is avoided. If a particle is found to be
in or above any local cell, LOTRAN is called to transport the particle until it passes
beyond the cell's vertical boundary planes. Since a particle may pass out of one
local cell and immediately into another, control cannot be returned to the main
body of the transport loop (at 1950) until it has been ascertained that the particle

is no longer within or above any of the local cells.
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At 1950 arguments are set for a call to subroutine GETWND at 1961, GETWND
gets the macrowind-field vector that applies at the point whose coordinates are in
arguments XX, YY, ZZ. If upon return the index JWAD is set negative, the needed
macrowind data is not available and the particle must be considered lost to the
computation. However, if JWAD is positive, a correct retrieval has been accom-

plished and the program continues to 196,

At 196 the particle settling rate is computed for the current particle by the call
to FALRAT and VPZ is set as the net vertical particle velocity component. Next,
distances are computed from the particle position to each of the vertical planes that
bound the macrowind cell containing the particle. Time of flight is then computed to
the north-south and east-west boundary planes and also to the horizontal plane which

would be first encountered.

At 1711 the time of flight to the first intersection with a local circulation cell is
computed, but note that if NLOCIR (the number of local cells in use) is zero much
code is avoided and a transfer is made directly to 172, In the event that inter-
sections with local cells must be sought, a DO loop sequentially computes the time
of intersection to each of the defined cells keeping track of the time of flight to the

first intersection (if there is one) in variable CIRMIN,

At 172 the program selects the time of flight to the first of all intersections with
boundary planes; if that time of flight is excessively small, special steps must be
taken (at 1811) to assure that program efficiency is not lost. Asymptotic approaches
to boundaries are avoided by never using a time step smaller than EPSIL. Oscilla-
tions at boundaries are avoided by treating the occurrence of two sequential, exces-
sively small time steps as a sign of oscillation and by subsequently avoiding move-

ments to or from the plane of oscillation.

Continuing at 3067 a comparison of particle altitude and maximum topo height is
made and if the particle is above TTOPO, simple linear transport occurs. How-
ever, if particle altitude is below TTOPO, a special loop beginning at 1814 is used
to transport the particle by constant time steps (DTMAC) for the interval TSM or

until impact on topography occurs. It should be notec that the main transport loop
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never moves any particle descriptions within the particle arrays. It does, however,
mark the status of particles within the arrays using the sign of parameter FMAS(J)
and the sign and value of TP(J) in accordance with the conventions described in
Table 2.

Subroutine GETWND(XX, YY, ZZ, JWAD, JW) (FC-11)

The purpose of this program is to determine the index to be used for retrieving
the macrowind vector that applies at a particle position point XX, YY, ZZ. The
desired index is stored in the argument JWAD upon return, JWAD is set negative
in the event that the point XX, YY, ZZ is outside the volume for which the macrowind

field has been specified.

The computation of index JWAD consists of two parts: first, the computation of
JW, the index of the wind stratum containing the point; and second, the actual
computation of the retrieval index JWAD using information describing the data
structure of the JWth stratum. In the event that it is known that the value of the JW
last computed is still valid, the computation of JW can be avoided. The calling
program must only set the sign of the valid JW negative to cause GETWND to avoid

recomputing it.

The execution of GETWND begins by testing the sign of argument JW, I the
sign is negative, it is set positive and a transfer is made to statement 270 where
JW is used to compute JWAD. If JW is nonnegative, a two-boundaried binary search
is used to set JW. In that search JT is initidlized as the index of the top wind layer
and JW is initialized as the index of the bottom wind layer of the whole macrowind
field. A test index (JTEST) is computed as the (truncated) mean between JT and
JW and the program determines whether the point is above or below the bottom height
(BOTHIT(JTEST)) of the test index's wind layer. If the particle is above the bottom
of layer JTEST, the hottom index JW is reset equal to JTEST to indicate that the
particle has been found to lie in some layer from JTEST (W) through JT. Had the
particle been below the test layer, the top index would have been reset to equal the
test index. The algorithm proceeds by converging iteratively on the layer containing
the particle and exits when JT and JW are separated by unity at which point the
particle must be within the JWth layer.
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1hn )4*—\———¥7 - -

HANSPORT Lo
RETIR

i
|
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vy
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Next, at statement number 270 a check is made to see that the particle is with-
in the bounds of the macrowind field. If it is not, JWAD is set -1 to indicate the
problem to the calling program and GETWND returns. If the particle is in a satis-
factory position, JWAD is computed to locate the desired vector and then GETWND

returns control to the calling program,

Subroutine LOTRAN(J, K) (FC-12)

The purpose of this subroutine is to transport a particle when it is either with-
in or above a local circulation system cell. This program is called from only one
place in the main transport program (LINK7). The call is made from within the
main transport loop but only when it is known that the particle being transported is
either within or above the Kth local circulation cell In the actual execution of
LOTRAN, first an assignment is made on the basis of the type (CIRTYP(K)) of
circulation program that is applicable within the Kth local cell. The purpose of
this assignment is to allow efficient branching to the desired program within the
actual local transport loop. After making the assignment the program branches

to statement number 120.

At statement 120 the particle settling rate for the current particle is computed
and stored in variable FV. Then by comparing the particle Z coordinate (ZP(J))
and the height of the top of the Kth local cell we determine whether the particle is
above or within the local cell. If the particle is above the cell, we wish to transport
the particle making use of the macrowind-field specification. Thus, we call sub-
routine GETWND to retrieve the macrowind vector for the particle position, Then
the vertical particle velocity is computed as the sum of the settling rate, FV, and
the vertical wind component. In order to be able to move the particle as far as
possible in the next step, we must next compute the time of flight to all applicable
boundaries and select the first intercept. These boundaries are an X-boundary plane,
a Y-boundary plane, a plane forming a horizontal boundary between layers of the

macrowind-field description, and the plane forming the top of the local cell,

Having selccted the earliest intercept time, the particle is simply transported
for that increment in one step making use of the macrowind vectors. At this point

the particle will either be going into the local cell through its top, going out of the
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local transport volunie, or resting at a macrowind layer boundary or the time

boundary. In any case, a transfer is made to statement number 131,

At 131 the program determines whether the particle is still in or above the
local cell If it is not, the program is finished and returns. If the particle is still
in or above the local cell, the time boundary is checked and if not violated a return

is made to the top of the loop at statement 120.

If the particle was originally or is now within the local cell, an ASSIGNED GO
TO is used to transfer to a subroutine CALL statement which transfers control to a
local circulation system subroutine (either MTWNDI, RGWNDI, or CBREZ1). With-
in the local circulation system subroutine the three wind velocity vector components
are computed at the position of the particle and control then is returned to LOTRAN,
The wind vector component is used to transport the particle over one (small) time
step by point-slope integration (see p. 37). Particles within the local cell iterate
through the transport loop procedure until they either leave the cell or become

grounded.

Subroutine MTWND1 (J, K, AX, AY, AZ) (FC-13)

This subroutine, used for the Kth local cell, consists of two logical rou 3s that
serve the purpose of (1) reading mountain wind data and (2) computing the m« . ntain
wind components for the Jth particle at location XP(J), YP(J), ZP(J) after fir ;t
checking for impact on the ground. If impact is sensed, the wind velocity is a.:signed
a large downward velocity component, AZ = -108. The read route, entered when the
sign of the argument J is negative, also serves to precompute constant geometrical
relationships between the unperturbed wind, mountains, and macrosystem so as to
facilitate computation on the compute route. The co.npute route is entered during
actual particle transport when J, now positive, is the argument of the particular

particle being moved.

In the rcad route, first the coordinates XM @), YM(I), height H(I), and half-
width A(I) of the Ith mountain are read for each of the I mountains with I ranging
from 1 to NMT, the maximum number of mountains Each mountain is checked
for the ratio, HI)/A(), and location within the Kth local cell boundaries of north
(CRMAXY (K)), south (CRMINY(K)), east (CRMAXX(K)), and west (CRMINX(K)).
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The height CRUHT:!K.. of the Kth cuil 1s delined 28 three times the height of the
tallest mountain The error subroutine is called if a mountain ratio exceeds 0. 6.
if a mountain does not lie within the boundaries of the Kth local cell, or if the

rumber of mountains exceeds the maximum of iwelve mountains allowed in the
Kth cell.

Next the read route compuies the geometric center (XX. YY, ZZ) of the Kth
local cell and calls the subroutine GETWND to retrieve the index JWAD of the un-
perturped wind vector at that (XX YY ZZ) location within the macrowind field. A
nonpositive JWAD index will call the ERROR subroutine, Using the stored wind
components indexed on JWAD the magnitude of the unperturbed wind vector.

UO(K) and its direction in the macrowind {ield are computed Constant parameters

used 1p the compute route are also computed and stored. The local cell identification,

the mountains. the unperturbed wind vector and the boundaries of the local cell are

printed out. This ends the read route.

The computing route first determines the distance of the Jth particle from the
Ith mountain in tcrms of a component paralle] and a component perpendicular to the
direction of the unperturbed wind The analytical height of the ith mountain at this
particle location is also determined Then. the perturbed wind components parallel,
horizontally perpendicuiar . and vertically perpendicular to the unperturbed wind
vector are calculated. The height and perturbed wind components due to each
mountain are summed. and DZ . the total analytic height of the mountain, is checked
against ZP(J). the height of the particle. to determine impact. If DZ is greater than
ZP(J). the velocity 0.0. _108) is assigned to the wind However. if the particle
is still aloft. the unperturbed wind vector 1s added to the summed perturbed
components the resulting influence of ali the mountains and the wind-field vector
is rotated back into the macrowind-field coordinate system  This ends the compute

route with the desired wind components stoted 1n variables AX. AY. and AZ.

Subroutine RGCWND1. K.AX AY AZ) ((JC-14y

This subroutine for the Kth local cell consists of two logical routes that serve
the purpose of reading ridge wind data and computing the ridge wind components for

the Jth particle at location XPuJ+. YP¢Js ZPeJy alter f1rst checking for impact on
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NMT=J-1

l

XX = (CRMAXX(K) + CRMINX(K))/2.0
YY = (CRMAXY (K) + CRMINY (X))/2.0
Z7Z = CRUHT(K)/2.0

CALL GETWND(XX,
YY, ZZ, JWAD, JW)
@e 0 JWAD = 1044
+
R = 1043 1/2 IRROR =1
IRRO vox) =[(vxawm»‘°‘ + mgwm»?] = 1044
SN(K) = VY @WAD)/UO @)
CS(K) = VXUWAD)/UO(K)

GO TO
7134 TN

J=1
IAZH() = A2{J) » H() » anq
J=J+ 1
NO
YES
PRINT: K

PRINT: @, H{D), AQ), XM@), YM@), J=1, NMT)
PRINT: CRMAXY(K), CRMINY(K), CRMAXX(K),
CRMINX(K), CRUHT(K)

.- o b G a5 y 3 U G N T S W S =

)
FC-13. (Continued) Flow Charts for Subroutine MTWND1
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THIS IS THE
@ COMPUTATION
ROUTE

AX=0.0
AY =0.0
AZ =0.0
DZ =0.0

DELX = XP(J) - XM()

DELY = YP(J) - YM()

DSX = DELX * CS(K) + DELY # SN(K)
DSY = - DELX » SN(K) + DELY » CS(K)

|

X2 = DSX » DSX
Y2 = DSY « DSY
R2=X2+ Y2

A3HM)

(A2() + R2) « VAZ() + RZ
AMBDA = ZP@) + A()

AMBDA2 = AMBDA * AMBDA
DENOM = (R2 + AMBDA2) # (R2 + AMBDA2) « VR2 + AMBDAZ
Q = A2H( # 3.0 » DSX/DENOM

DZ =DZ +

AX = AX+ A2H{I) » (Y2 + AMBDA2 - 2.0 * X2)/DENOM
AY = AY - Q » DSY
AZ = AZ - Q « AMBDA

AZ = -10° DELX = AX + UO(K)
AX =0.0 AX = DELX * CS(K) - AY » SN(K)
AY =0.0 AY =DELX » SN(K) + AY = CS{))

©)
FC-13. (Continued) Flow Charts for Subroutine MTWND1
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the ground. If impact is sensed, the wind velocity is assigned a large downward
velocity component. The read route, entered when the sign of argument J is minus,
serves to pre-compute constant geometrical relationships between the ridges, un-
perturbed wind, and macrosystem to facilitate computation during the compute route,
The compute route is entered during actual particle transport when J, now positive,

is the argument of the particular particle being moved.

In the read route, first the coordinates XM(), YM(), height H(), halfwidth
A(), and orientation B(l) of the Ith ridge are read for I ranging from 1 to NRG, the
maximum number of ridges. The orientation, B(I), of a ridge is defined as the
clockwise rotation of the ridge in radians, where zero radians indicates a ridge
oriented north-south. Each ridge is checked for the ridge ratio, H{I)/A(), and for
location within the Kth local cell boundaries of north (CRMAXY (K)), south
(CRMINY (K)), east (CRMAXX(K)) and west (CRMINX(K)). The height, CRUHT(K),
of the Kth cell is defined as three times the height of the tallest ridge. The error
subroutine is called if: a ridge ratio exceeds 0. 6, a ridge does not lie within the
boundaries of the Kth cell, or the number of ridges exceeds the maximum of twelve

ridges allowed in the Kth cell,

Next, the read route computes the geometric center (XX, YY, ZZ) of the Kth
local cell and calls the subroutine GETWND to retrieve JWAD, the index of the
unperturbed wind vector at that (XX, YY, ZZ) location within the macrowind field.

A nonpositive JWAD index will lead to the ERROR subroutine. Using the stored
wind components indexed on JWAD, the magnitude of the unperturbed wind vector,
UO(K), and its direction in the macrowind field are computed. Constant geometrical
relationships between wind vector components (UO(K})), the macrowind field, and

the orientation and location of the ridges are computed and stored for use in the
compute route. The local cell identification, the ridges, the retrieved unperturbed
wind vector, and the boundaries of the local cell are printed out. This ends the

read route.

The computing route first determines the perpendicular distance of the Jth

particle from the Ith ridge. The analytical height of the ground and the parallel,

horizontally perpendicular, and vertically perpendicular perturbed wind components

with respect to the unperturbed wind, UO(K), are now computed at this particle
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position, The results for each ridge are summed with the succeeding ridges to
yield total height and perturbed wind vectors due to all the ridges at this point.
Next, the particle height, ZP(J), is checked against the total analytical ground
height, DZ, to determine impact; upon which, the velocity (0, 0, -108) msec—1

is assigned to the wind, However, if the particle is still aloft, the unperturbed
wind vector is added to the summed perturbed components and the result is rotated
back into the macrowind field coordinate system, This ends the compute route

with th2 desired wind components stored in variables AX, AY, and AZ,

Subroutine CBREZ1(J, K, AX, AY, AZ) (FC-15)

Before attempting to use the sea-breeze local circulation system, the reader
is advised to obtain a thorough understanding of the model by studying the presenta-
tions in the Physical and Mathematical Models section and in Appendix B.

The CBREZ1 subroutine serves the dual purpose of reading the sea-breeze data
and computing the sea-breeze velocity components for the Jth particle at location
XPJ), YP(J), ZP{J) and time TP(J), after first checking for particle impact at
sea level. The programming of CBREZ1 is divided into two mutually exclusive
chains of logic that will be referred to as the read route and the compute route.

The read route, entered at statement number 100 when the sign of the argument J
is negative, also serves to pre-compute constant sea breeze parameters to
facilitate computation during the compute route. The compute route is entered
during actual particle transport when J, now positive, is the index of the particular

particle being moved.

The read route starts by reading from the system input tape values for param-
eters B, GRAD, NN and the pairs DELTX(N) and TAUX(N) for N ranging from 1
to NN. The maximum value of NN is nine (see Table 3). N represents the order
of the harmonic described by DELTX(N) and TAUX(N). These parameters serve to
calculate OMGX(N), AJZX(N), AJXX(N), AJY(N), R1IRX(N), R1IX(N), R2ZRX(N),
R2IX(N), ESQ1, ESQ2, AN1, AN2, FAX(N), T1, DELTX(@N), and TAUX(N), for each
Nth harmonic, and are printed out as the respective symbols: OMGN(N), AJZ(N),
AJX(N), AJY(N), AKN1(N), ALN1(N), AKN2(N), ALN2(N), BLOW1(N), BLOW2(N),
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XX = [CRMAXX(K) + CRMINX(Kf} /2.0
YY = [CRMAXY(K) + CRMINY(K)]/2.0
ZZ = CRUHT(X)/2.0

CALL GETWND (XX, YY,
ZZ, JWAD, JW)

1043 [

IRROR = 1043

&

FC-14.

UO(K) = [VXWAD) # VXGWAD) + VYUWAD) s VY@EWADj] /2
SN(K) = VY JWAD), UO(K)
CS(K) = VX(WAD)/ UOK)

\

SSG = CS(K) » D) + SN(K) * C(J)
CCG = CS(K) * C{) - SN(K) + D)

AH@) = - A@J) » H(J) » UO(K) #+ CCG s CCG
SG() = SSG/CCG

CG(J) = 2.0/CCG

J=J+1
NO
YES

PRINT: K

PRINT: (J, H{), AW), XM{J), YM{J), B{), I =1, NRG)

PRINT: CRMAXY(K), CRMINY(K), CRMAXX(K),
CRMIMX(K)., CRUHT(K)

&

(b)
(Continued) Flow Charts for Subroutine RGWND1

TRROR = 1044

&
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COMPUTATION
ROUTE

AX =00
AY =0.0
AZ =0.0
DZ =0.0

I=1

y

DSX = (XP(J) - XM{)) * C{) - (YPE) - YM(D)) « DM

[

X2 = DSX » DSX
AMBDA = ZP{) + AQ)
AMBDAZ = AMBDA s AMBDA

[

AZH(@
Az() + X2

l

AHCD = AHQ)/(X2 + AMBDA2)?
AMBDAZ2 = X2 - AMBDA2

1

AX = AHCD & AMBDA2 + AX
AY = AHCD & SG{) s AMBDA2 + AY
AZ = AHCD s CG({) « AMBDA » DSX + AZ

DZ = DZ +

NO

I > NRG

8 DSX = AX + UO(K)
A7 = -10 AY. = DSX * CS(K) - AY » SN(K)
:;(’g-g AY = DSX » SN(K) + AY » CS(K)

(c)
FC-14. (Contined) Flow Charts for Subroutine RGWND1
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ANN1(N), ANNI(N), PHIN(N). ENU(N), DELTX(N), and TAUX(N). Correspondences
of these mnemonics with the symbols defined in the Physical and Mathematical

Models section are given in Tables 3 and 4

During the computation of these constants checks are made to ensure that SGMA,
the Guldberg-Mohn friction parameter, and AKY the thermal eddy diffusivity, are

not zero. If either one of these constants is zero, subroutine ERROR is called

Also calculated in the read route are the height, CRUHT(K), of the sea-breeze
cell and geometrical constants to rotate the particle coordinates and wind vectors
in and out of the sea-breeze system  The angle of rotation, B, is zero when the
sea lies on the west side of a shore line parallel to the north-south axis. The shore
line is defined to run through the center, (XCB, YCB), of the area bounded by the
north (CRMAXY (K)), south (CRMINY (K)), east (CRMAXX(K)), and west (CRMINX(K))
vertical sides of the sea-breeze cell The printout from the read route sequentially
consists of the local cell identification. the cell boundaries, the input parameters,

and the harmonic parameters.

The compute route first checks particle altitude, ZP(J), against sea level. It
assigns the wind vector (0, 0, —108) for negative altitudes and returns to the calling
program. The coordinates of the particles nonnegative altitude are rotated into the
sea-breeze coordinate system If the horizontal distance between the particle and
the shore line (measured perpendicular to the shore line) is greater than the half
width of the sea-breeze cell. an exponential attenuation based on the perpendicular
distance from the edge of this primary cell is used No attenuation is used within

the primary cell.

The wind-field constants tor each harmonic mode are now calculated. The verti-
cal (AZ) and the horizontally parallel (AY) and perpendicular (AZ)(with respect to
the shore line) wind vectors are computed from Eqs. (¢0). (61), and (62) and summed
over all the harmonic modes The resultant wind vectors are next rotated back in-
to macrowind-field coordinates and subroutine CBREZ1 returns control to the

calling program,

To aid the user in evaluating the properties of the sea-breeze circulation sys-
tem generated from the input data, an "interpretative output” of key model param-

eters is provided. This output is described in Table 4 These parameters are
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TABLE 3
INPUT QUANTITIES FOR THE SEA BREEZE
Physical Quantity Text Program Dimension Typical Values and Comments
Designation Designation Units

Number of L. :rmonics n NN Approximately two or three

Total extent of sea Lx ELX m Less than 105m

breeze

Sine of latitude sin ¢ SNPHI -l<sing <+ 1

Angle of coastline ¥ B

relative to y axis of

grid

Wind field extrapola- k ww m-1 0<k < =™

tion attenuation con~ a -2

stant

Guldberg-Mohn o SGMA sec—1 A value of zero is not allowed;

friction parameter typical values 0.5x 10'45 o
<2,5x1074

Average ground 90 THET ok Expressed in degrees Kelvin:

temperature 6,= 2000K

Unperturbed temper- Fﬂ(doo/ dz) GRAD % m'l A ~onstant z-independent positive

ature gradient valuc must be used; typical values
4x1073¢ r< 7.5x10-3

Thermal eddy diffu- K AKY m sec'l A constant z-independent value

sivity must be used; typical values
25<K< 7

* . .

Magnitude of nth tem- T DELTX(N) o First harmonic will generally be

perature differential n less than 109K, with subsequent har-
monics decreasing in magnitude

Phase of nth tempera- ™ TAUX(N) Phase of first harmonic should

ture differential correspond to about 1 hr, or
T~ 2 B.6) x 10% = 0.26

Lag time hetween sea- Atq ELAG sec

breeze local time and )

Greenwich time
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TABLE 4

INTERPRETATIVE OUTPUT DESCRIPTION

Output Designation

Text Designation

Interpretative Output
Description Designation

OMGN(N)
AJZ (N)
ATX(N)
AJY (N)
AKN1(N)
ALNI1(N)
AKN2 (N)
ALN2 (N)
BLOW1(N)
BLOW2 (N)
ANNI(N)

ANN2 (N)
PHIN(N)

ENU(N)

nf2

n$

%
-TnL/B

A ls
nz

GJ
nx
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are sufficient to calculate the wind velocity components W Ups and v, as given by
Egs. 80), (61), and (62). Column 1 of Table 4 gives the parameter designation in
the computer output and column 2 gives the parameter designations in the text. In
order that the user may be able to understand in detail the computations required
for evaluation of these parameters, a path through the calculation is presented in
the paragraphs to follow. Column 3 of Tahle 4 gives the expressions, in terms of
the fundamental quantities used in the following calculation description, used to

calculate the parameters in column 2,

After reading the input data, the machine computes the constants:

f=2Qsing ,
A= @n/L)
o= g/GO

At this point the selection of the harmonic mode takes place. Since all the physical
*
guantities with the exception of the input parameters Tn and Ta depend on the mode

only through their dependence on nfl, we now set
Q = nf

When the foregoing substitution is made it becomes possible to drop the subscript n,
it being understood that we are dealing with the nth mode. This permits many of
the dummy analytical variables subsequently defined to bear a one-to-one corres-
pondence with the mode-dependent variables. For instance, defined quantities such

as q, a, b, and €1 correspond to q, an, bn’ €1n°

The next group of calculations is:

16 2 _2\/? -1
q=0+iQ =Ae ,A1=<0 +Q> , 6, =tan Q/o) ;
i0
2 199 2 _
q —Aze ,A2-—A1, 02—291 :
2+ f2 = A 103 A -—<< 2+f2 92)2+ 492 2) 2 0., =t g (L -
q T A3 AT \0 ) 7 SC IR IRy
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We next turn our attention to the coefficients a, b, ¢. and d:

.9 »
_22,(2 2\ . Y4 o/ 2 _ .
a=q )\/(q +f )-Ae ,A4-—<A2>\/A3>,04—92-63 ;

4
2 2,2 ih 2
b=qa®/ (+2)=LelP, L=<A1ax /A3>, h=0, -0, ;
¢ = (I/K) =A.;
d=1i@/K) =iAg, Ag = @/K) .

At this point the roots of the dispersion relationship are calculated. First we have:

Iy
_a+td R _ . _ 1
[ +2—Cl+1D1—Ele ,
1y
_a+d R _ . _ 2
ko = 35 -—Z—Cz+1D2—E2e .

(@+d)?-4@a+be)) V2 = Be™ |

R =
where
' (a+d)=A4cose4+ 1(A4sm64+ A6)
= g+ g,
1/2 .
2 _ . _ 2 iB
(a+d) —4(ad+bc)—B1+1B2—— <B1+B2> e,
» and
B, =t2-f -4(LA cosh-A,A, sin6
178 7 (A a6 S0 0y)

B, =2g1§2—4(A4A6005 04+LA7 sinh) ,

g =tan! (Bo/By)-
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We define

m = B/2
Using the foregoing expressions, .Cl’ Dl’ Cz, Dz, El’ E2, Y10 and Yy are then
calculated. ‘
C =-1— A,cos 8 + Bcosm| ;D =1 A ,sinfé,+ A, + Bsinm | ;
1 2 4 4 S T/ 4 4 6 ’
C =1 A cos g, -Bcosm] ;D =1 A ,sing, + A, - Bsinm ;
2 2 4 4 T2 2 4 4 6 ’

v = tan! (D1/01)'; Yo = tan”! <D2/02> ;

1/2 1/2
(2 2 ' (2. .2
E, —<Cl+D1> ; E, —<C2+D2)

The attenuation constants for the nth mode (symbolized here by o, and az) are

given by
@ =* (K )1/2 B €1Uleinl =kl
@p T ("‘2>1/2 - erzeinz =l ik,
where
U1=E}/2’ U2=E;/2’”1= /2 M= vy/2
k. =

1 elUlcos 0 21=e1U1 sinn, ,

k2 = €2U2 COS Ny , wg = €2U2 sin Ny

and € and e, are chosen so that ¢, cos 0y and €, COS 7, are both negative

2 1
(€1=:!: 1, ez=:i:1),
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Next, the following quantities are calculated:

where

At this point all the mode-dependent constants necessary to describe the nth mode

"wind field have been computed.

Subroutine HEIGHT (X, Y, H) (FC-16)

Subroutine HEIGHT puts into argument H the topographic height at horizontal
position X, Y. It makes use of the in-core topographic data block in arrays S(I, J)
and SUBSID (K), and data from the topographic table of contents as transferred to
block limit words BXLL, BYLL, BXLU, and BYLU, as well as the block grid
interval as found in GRINT and the overall topography coordinate limits TXLL,
TYLL, TXLU, and TYLU. (See the discussion of the topography data input in the

User Information section.)

Upon entrance, the particle coordinates X and Y are checked first to determine
if the particle is over the in-core topography block. If the particle is over in~core
topo, a transfer is made to statement number 11 where retrieval begins. If it is
not, a second check is made to determine if the particle is over any specified topo-
graphy block. If it is over a topography block not currently in core, this is indicated
by setting H = - 10000. If it is over undefined topography then it sets H = - 20000.

In either case, control then returns to the calling program.

Actual height retrieval begins at statement number 11 with the computation of
basic retrieval indices I and J. I and J are respectively the indices of the regular
grid square of side GRINT in which the point XX, YY is located. The point BXLL,
BYLL is the southwesternmost point with the in-core topo data block and it is
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< DATA READ
ROUTE

IRROR= - 101

PROGRM = CBREZ1
(BCD)

CALL
ERROR

XS = XP{J) - XCB) « COSB -
YP{J) - YCB) & SINB

[

ARG = ALM * XS
XS = ELX - ABSF(XS)

SX=0.0

-

BB=20.0
AY=0.0
AZ =0.0

ATTN1 = EXPF(XS + RIRX(N) » ZP{))
ATTNZ = EXPF(XS + R2ZRX(N) ¢ ZP{))
AAGG = OMGX(N) * TP{J) + FAX(N)
ARW1 = R1IX(N) = ZP(J) + AAGG
ARW2 = R2IX(N) * ZP(J) + AAGG
SARW1 = SINF (ARW1) + ATTNL
SARW2 = SINF(ARW2) » ATTN2
CARW1 = COSF(ARW1) « ATTN1
CARW2 = COSF(ARW2) & ATTN2
AAGG = AJXX(N) + COSF(ARG)

|
AZ = AJZX(N) ¢ SINF(ARG) * (CARW1 - CARW2) + AZ
BB = AAGG » (CARW1 % CONLX(N) - SARW1 # CANIX(N) -
CARW?2 » CONX2(N) + SARW2 # SNNZX(N)) + BB
AY = AAGG # (CARW1 ¢ CNNLX(N) - SARW1 ® SNN1X(N) -
CARW2 & CNN2X(N) + SARW2 » SNN2X(N)) + AY

I

N=N+1

NO

YES

AX = BB ¢ COSB + AY » SINB
AY = -BB ¢ SINB + AY « COSB

RETURN

(@)
FC-15. Flow Charts for Subroutine CBREZ1
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¢ READ
ROUTE

READ SEA-BREEZE INPUT PARAMETERS:
SNPHI, SGMA, ELX, THET, WW, AKY, B, GRAD, NN,
(DELTX(N), TAUX(N), N = 1, NN))

PRINT: SEA BREEZE IDENTIFICATION

[

ALM = 6.2831853/ELX
ALPH =9.8/THET .
COR = (14.544410 x 10”°) # SNPHI

OMGX(N) = N
OMGX(N) ~ OMGX(N) # (7.2722052 x 10”%)
A2 = SGMA & SGMA + OMGX(N) » OMGX(N)
Alw

IRROR = 1003
T1 = - ATANF{OMGX(N)/SGMA)
T2m-2,0% Tl
SOC = [SGMA) 2 - [oMGx(Nj) 2 + (COR]? 12
A3 = U:SOCJz + 4+ (SGMA)2 » [omcxm)]z]
/\ +
soc
0
Y
T3 = 1 + ATANF(2.0 » OMGX(N) + SGMA/SOC) T3 = 7/2 T3 = ATANF (2.0 » OMGX(N) » SGMA/SOC)

»-{ 5555 |4

AY = (A2 + [ALM)9)/A3

T4 =T2 - T3 2
A5 = (Al # ALPH * (ALM]“)/A3
TS=-T1-T3

1006 NO AKY > 0
YES

RROR = 1006 | Moo A kY
A7 = GRAD/AKY

ACOT4 = A4 # COSF(T4)

ASIT4 = A4 « SINF(T4) + A6

Bl ={ACOT4]? - [ASIT4]2 - 4.0 ¢ (A7 & A5 # COSF(TS) - A6 * A4 * SINF(T4))
B2 = 2.0 » ACOT4 ® ASIT4 - 4, » (AG » ACOT4 + A5 * A7 ® SINF(T5))

GO TO
8

(b)
FC-15. (Continued) Flow Charts for Subroutine CBREZ1
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BETA=r+ ATANI-‘(BZ/Bi} l BETA = ¥ BETA = /2

BETA = ATANF (B2/Bl)

AM = BETA/2.0 L

BB = ([B1)2 + (B2)?)

ACOSM = COSF{AM) * BB/2.0
ASINM = SINF(AM) * BB/2.0
ACOT4 = ACOT4/2.0

ASIT4 = ASIT4/2.0

C1 = ACOT4 + ACOSM

D1 = ASIT4 + ASINM

C2 = ACOT4 - ACOSM

D2 = ASIT4 - ASINM

GAMI = 7 + ATANF(D1/Cl)

GAMI = ATANF(D1/C1)

GAM2 = 1 + ATANF(D2/C2)

camz =3 GAM2 = /2

GAM2 = ATANF (D2/C2)

©)

FC-15. (Continued) Flow Charts for Subroutine CBREZ1
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SRTE1 = (C1 # C1 + D1 ® D1)

SRTE2 = (C2 » C2 + D2 » p2)}/%
AN1 = GAM1/2.0

AN2 = GAM2/2,0

CON1 = COSF(AN1)
CON2X(N) = COSF (AN2)
CAN1 = SINF(AN1)
CAN2X(N) = SINF (AN2)

1/4

R1RX(N) = SRTE1 » CON1
RIIX(N) = SRTE1 » CAN1
EPS1=1.0

RIRX(N) = - SRTE1 # CON1
RIIX@N) » - SRTE1  CANL
EPSL = -1,0

RZRX(N) = SRTEZ * CONZX(N)
R2IX(N) = SRTEZ * CAN2X(N)
EPS2 =1.0

RZRX(N) = - SRTE2 ¢ CON2X(N)
R2IX(N) = - SRTE2 ® CAN2X(N)
EPS2 = -1,0

HTL = - 1. 0/RIRX(N)
HTZ = - 1.0/R2RX(N)

CRUHT(K) = 2.0 # HT2

CRUHT(K) = 2.0 ¢ HT1

PRINT: [CRMAXY(K), CRMINY (K}, CRMAXX(K), CRMINX{K),

CRUHT(K)}

PRINT: [ SNPHI, SGMA, NN, ELX, THET, WW, AKY,

B, GRAD]

PRINT THE HEADING FOR THE HARMONIC

DEPENDENT PARAMETERS

(Continued) Flow Charts for Subroutine CBREZ1
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FAX(N) = T5 - AM + TAUX(N)

G = - COR/Al

AJZX(N) = - DELTX(N) * A5/BB
AJXX(N) = AJZX(N)/ALM

AJY = AJXX(N) * G

ESQl = EPS1 # SRTE1

ESQ2 = EPS2 # SRTE2

AMG = ESQ1/ESQ2

CNN1X(N) = COSF(AN1 + T1) * AMG * G
CNN2X(N) = COSF(AN2 + T1) * G
SNN1X(N) = SINF(AN1 + T1) # AMG # G
SNN2X(N) = SINF(AN2 + T1) # G
CON1X(N) = CON1 * AMG

CAN1X(N) = CAN1 * AMG

Bl

PRINT: [OMGX(®), AJZX(N), AJXX@N), AJY,
RIRX(N), R1IX(N), R2RX(N), R2IX(N),
ESQ1, ESQ2, AN1, AN2,
FAX(), Tl, DELTX(N), TAUX(N)]

y
AJXX(N) = AJXX(N) * ESQ2

N=N+1

NO

YES

ELX = ELX/2.0

XCB = [CRMAXX(K) + CRMINX(K)]/2.0
YCB = [CRMAXY (K) + CRMINY (K)]/2.0
COSB = COSF (B)

SINB = SINF (B)

(e)
FC-15. (Continued) Flow Charts for Subroutine CBREZ1
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located in grid square (1, 1), the height data of which is located in memory word
S(1,1). According to the storage convention of the piecewise-planar topography, if
H = 8(, J) is positive, it is the height of the topography in the cell (I, J) and thus the
height which is being sought. If, on the other hand, H is negative, the cell (I, J) is
subdivided further and |S(I, J)| is the address (index) of the place in array SUBSID(K)
where the data for the subdivided cell begins. If H is negative, the program makes
preparations to retrieve topographic data from array SUBSID(K), and then between
statements number 13 and 20 computes retrieval index K and control integer N.
Whenever a cell (topographic unit) is subdivided it is always divided into four equal-
sized squares (quadrants). The integer N identifies the quadrant that contains the
point XX, YY.

The sign convention of S(I, J) also applies within array SUBSID, and if a nega-
tive entry is encountered, a further subdivision of the cell containing the point XX,
YY is indicated. In that case coordinate adjustments are made again, and the
program returns to statement 13 where the new retrieval index K is computed and
used. Eventually HEIGHT will find a positive height H and return to the calling
program.




GRIN =« GRINT

XX - BXLL

IS PARTICLE OVER BLOCK
OF TOPOGRAPHY NOW IN CORE?

YY - BYLL

1S PARTICLE OVER ANY
SPECIFIED TOPOGRAPHY BLOCK?,

50

XX - TXLL

1= (XX - BXLL)/GRINT + 1.0
J = (YY - BYLL)/GRINT - 1.0
H = S(LJ)
IS REGULAR >

GRID SUBDIVIDED?

Ccl=1
ci=J
CX = XX - BXLL - (CI - 1.0) « GRIN
CY =YY - BYLL - (CJ - 1.0) + GRIN
GRIN = GRIN/2.0
CCX =CX - GRIN
CCY = CY - GRIN

NO

H = -20000.0

H=-10000.0

@)
FC-16. Flow Charts for Subroutine HEIGHT
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IS QUADRANT
SUBDIVIDED FURTHER?

H = SUBSID(K)

GRIN = GRIN/2.0

N

y

2 3
Y

4
/

CCY = CCY + GRIN

CCY = CCY - GRIN CCY = CCY - GRIN CCY = CCY + GRIN

N

CCX = CCX + GRIN

< | PAGE

(b)

~ /

CCX = CCX - GRIN

r
ON PRECEDING

FC-16. (Continued) Flow Charts for Subroutine HEIGHT
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USER INFORMATION

Input Description

General

The Transport Module requires two kinds of input: (1) a binary tape output
from the Cloud Rise-Transport Interface Module, and (2) a set of card inputs to be
read from the system (IBSYS) input tape. The binary input tape carries the i1denti-
fier TPARIN so that the program can ascertain that the correct tape has been
mounted. This tape provides a detailed description of a large number of cloud
subdivisions that are ready to be processed by the Transport Module. The Cloud
Rise-Transport Interface Module produces two structurally identical binary output
tapes, both labeled IPARIN, that (1) describe an axially symmetric cloud defined
at some time of stabilization and (2) describe an asynumetric cloud resulting from
the adjustment of the stabilized cloud in accordance with the winds that existed dur-
ing the period of cloud rise. Either one of these tapes can be used as input to the
Transport Module. It is important to note that in neither case are all cloud sub-
divisions defined at the same time. The content and structure of tape IPARIN is

described in detail in Table 5.

Card inputs to the Transport Module consist of two classes: first, identification
and control information; and second, wind-field information, Since the wind-field
data required depends on what options are to be used, we cannot describe the deck
of card inputs to the Transport Module in an invariant form; therefore, we shall
describe first only the invariant portion of the deck and later provide individual

descriptions of the data required by the various options.

The first card input required for the Transport Module is an identification
card on which the user may punch any alphanumeric characters to identify his run
of the Transport Module. The second card contains the values of the array of
parameters for use in controlling the execution of the Transport Module. Only 8 of
the 18 elements of the array IC have been given functions at this time and their
uses are summarized in Table 6. The remaining parimeters are for use in future

improvements or simplifications of the Transport Module.
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TABLE 5

BINARY INPUT
Tape IPARIN

Logical
Binary Record Contents Variable Names
Record
1 Tape identification word (IPARIN),spare, DENTI, NSP, XGZ,
x and y coordinates of ground zero, shot YGZ, TGZ, BZ, NCL
time, cloud subdivision edge length,
spare
2 Detonation parameters: yield, cloud soil FW, SSAM, SLDTMP,
burden, soil solidification temperature, TMSD, SIGMA, SPARE],
soil solidification time, In(SD), T spares SPARE2, SPARE3
3 LINK4 run identification PSEID({J), J=1,12
4 Cloud-rise identification CRID(J), J=1,12
5 Initial-conditions run identification DETID(J), J=1,12
6 Fallout particle density ROPART
7 Number of particle size ranges NPS
8 Central particle size, associated mass, PS(1), A{), PACT(]),
associated activity, * and surface-to- sv{@), I=1, NPS
volume ratio for each size range
9 Number of atmospheric strata NAT
10 Atmospheric viscosity and density for ATEMP (1), RHO(D,
each stratum I=1, NAT
11 Number of particles described in the NP
first data bloeck
12 Particle data for first data block: x,y, z, XPAR(), YPAR(D),
and time coordinates, particle s.ze, mass ZPAR(), TP(), PSIZ (),
per unit area of cloud subdivision bottom SMAS(), I=1, NP
13 Same as record 11 for the second data
block
14 Same as record 12 for the second data
block
M Tape termination indicator NP =0
M+ 1 End of file

*
Not yet calculated unless the user has provided a LINK3 particle activity
calculation.

TSee LINK1 glossary in DASA-1800-1II.

125




TABLE 6

DESCRIPTION OF THE TRANSPORT CONTROL ARRAY —

IC@, 1=1, 8
I Function
1 IC(1) > 0, suppresses usage of topography tape, IHTOPO, and

a planar topography is assumed.

2 IC(@2) > 0, suppresses usage of off-topo secondary tape,
IOTOPO

3 IC@3) > 0, suppresses usage of out-of-wind-field secondary
tape, IOWIND

4 IC(@4) > 0, suppresses usage of time-houndary secondary tape,
IPAROT

5 IC(5) > 0, suppresses usage of all secondary tapes

6 IC(6) < 1, no transport traces are printed

IC(6) = 1, in-core particle arrays are printed following read-
in of each block of particles from IPARIN (see p, 78)

IC(6) > 1, in addition, a print-out is executed following each
transport increment (see p. 78)

7 IC(7) = 1, causes the computed wind field to be printed each
time it is updated (see Tablei3)

8 IC(8) = 0, causes a listing of lost particles (see Table 2)
whenever a group of lost particles are discarded by subroutine
DUMPP,
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The third card indicates the latest simulated time at which the user wishes
the transport process to terminate, The fourth card indicates the altitude of the
deposition surface (topography) in the event that the planar topography option of the
Transport Module is to be used (IC(1) = 0). The fifth card is an identification card
on which the user may punch any alphanumeric characters to identify the forth-
coming wind data set. Table 7 summarizes the card inputs for identification and

control of the Transport Module.

TABLE 7

CARD INPUTS FOR IDENTIFICATION
AND CONTROL OF THE TRANSPORT MODULE

Card Content Variable Names
Number and Format
1 Transport model run identification TID(J), J=1,12 (12A6)
2 Control integer array IC({J), J=1,18(1814)
3 Transport time limit (sec) TLIMIT (F10. 5)
4 Altitude of planar topography. This card is TTOPO (F10. 5)
to be omitted if a topography input tape is
used. (m),
5 Wind-field data set identification card WID(J); J=1,12 (12A6)

The remaining card inputs describe the wind field through which particle trans-
port is to be carried out. As mentioned previously, temporal variation of the
atmosphere is achieved by periodically updating the entire wind field description.
Input data is required for each updating of the wind field, but since the form of

the required data deck is the same in each case we shall describe it only once,

MKWIND Data
The first card contains the values of parameters ENDTIM, the time (seconds)
at which the forthcoming data set should be updated, and ALPHA and BETA

empirical parameters which the program uses for distance weighting (see Eq. (21)).
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The second card contains NN, the number of data vectors that are to be used in
computing the vector estimate for each wind cell of the wind field. The NN data
vectors that are closest to the grid point are used. Also on the second card is the
parameter NCODE which identifies the computation method to be used in accordance
with Table 8.

TABLE 8

WIND-FIELD COMPUTATION METHODS
SPECIFIED BY NCODE

NCODE
Value Method

1 Use preferential weighting method with the nearest NN data vectors

2 Set NN = 1 and use code number 1 (this is the nearest station method)

3 Set NN equal to the total number of data vectors available and use
code number 1

4 Use the least-squares method to fit to a linear model of the atmos-
phere. In this case NN must be greater than 3.

In the next series of cards the program reads the user's specifications for the
subdivisions of the stratum and cell atmospheric structure, Each card of this set
contains the altitude of a stratum bottom (meters), the width of the wind cell bottom
edges (assumed square) within this stratum (meters), and four coordinates that
indicate the horizontal limits of this stratum (meters). Here also, the data cards
need not be in ascending order of altitude since they are sorted into that order by
the program after being read, but the end of the data set must be marked by a card
having the value 999999. 0 in the stratum base altitude position.

In the next series of cards the program reads all wind data vectors, one to a
card. The position of each vector is specified by three coordinates; its magnitude
and direction are specified by three vector components. The order of these cards
is completely immaterial, but the end of the deck of data vectors must be marked
by a card having the value 999999. 0 in the vector altitude position. A maximum of

299 data vectors may be provided. Table 9 summarizes the card input to 27 -<WitID,
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TABLE 9

SUMMARY OF CARD INPUTS TO SUBROUTINE MKWIND

Card Variable Names
Number Content and Format
1 Time (seconds) at which the forthcoming wind ENDTIM, ALPHA,
data set is to be updated, a, B (Eq. 21) BETA (3F10.3)
2 The number of nearest data vectors that the NN, NCODE (214)
user wishes the program to use in making a
vector estimate for each grid point, the identifi-
cation number of the computation method that the
user wishes to be used in making grid point
vector estimates (see Table 8).
3 Altitude of first stratum base (meters above BOTHIT(J)
MSL), width of wind cells in the stratum, co- WGRINT (J), WLLX(J),
ordinate of planes limiting this stratum on the WLLY (J), WURX(J),
west, south, east, and north respectively. WURY(J),J=1
(A right-handed coordinate system is used.) (6F10. 3)
4 Same as card 3 but for second stratum Same as card 3 but
for J =2
Last of The end of the subdivision specifications is
Sub- marked by the number 999999. 0 in the stratum
division base altitude place
Specifi-
cations
First Vector altitude, X coordinate, Y coordinate, ZS (), XS(J), YS(J),
Data X-velocity component, Y-velocity component, SX ), SY (), SZ (J),
Vector Z-velocity component (A west wind (from the J=1(6F12.3)
west) has a positive X component; a south
wind has a positive Y component; the Z direction
is positive upward) (m and m/sec)
Second Same as preceding card but for second data Same as preceding
Data vector card but for J=2
Vector
Las't The end of the deck of data vectors is marked
Vector by the number 999999, 0 in the vector altitude
Card

position
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T.ocal Circulation System Data

Two types of data are required for the description of local circulation systems
to be included within a transport atmosphere. First are data that specify the sizes
and locations of all local circulation cells, and second are the data that describe the
wind fields within each of the local circulation cells. Data of the first type are read
by subroutine RDCIRS, while the data actually describing the local systems must be
read by the corresponding local circulation system programs. To achieve this the
local system programs have dual purposes — dependent upon an argument value, these
programs will either (1) read the required input data from the system {IBSYS) input
tape (and precompute certain parameters) or (2) compute the wind vector at a posi-

tion specified in its argument list.

TABLE 10

CARD INPUTS TO SUBROUTINE RDCIRS

Card ‘ Content Variable Names
Number onten ; and Format
L
1 Coordinates of planes that bound the Jth local CRMINX(J), CRMAXX({J)

circulation system cell on the west, east, south, CRMINY (J), CRMAXY (J}
and north, respectively, and the circulation NCRTYP({J)
type identifier. (4E12, 5,13)

Last The end of the deck of cell descriptions is Blank

Card marked by a card having a circulation type

identifier of zero (a blank card will do). Note
that if no local circulation cells are to be used
in a transport run, a blank card must still be
provided to RDCIRS,

Table 10 summarizes the input cards to subroutine RDCIRS, The first card
read by RDCIRS contains the coordinates of the four planes (perpendicular to the
coordinate axes) that bound a local circulation cell and also a number that identifies

the type of associated local circulation system according to the following designations:
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YA~ ifi ]
Ieontification Local Circulation Type

Number
0 Marks the end of the set of local circulation
cell descriptions
1 Mountain wind (MTWND1)
2 Ridge wind (RGWND1)
3 See breeze (CBREZ1)
4 Not assigned
5 Not assigned

The reading of all descriptions is terminated when a blank card is encountered;
therefore, if no local circulation systems are in use, a blank card is still required
by RDCIRS. The maximum allowable number of local circulation systems is cur-

rently set at 5.

RDCIRS establishes the order of the entries in a table of local cell descriptions
by storing the cell data sequentially as it is read. Later calls are made to the
associated local circulation system programs in the established sequence so that
these programs may read the data that they require. Table 11 presents a summary
of the data decks required by each of the three available local circulation programs.
More detailed descriptions of these data may be found in the individual discussions

of the local circulation system programs. (Mks units are used.)

Topography Data

Two basically different forms of topography may be specified for use by the
Transport Module in regions not covered by local circulation systems. They are
referred to here as fully planar topography (a single plane) and piecewise-planar
topography (many segments of planes). The choice of method of topographic de-
scription is communicated to the Transport Module by the user in the control param-
eter IC(1) (sec Table 6) which must be given the value 1 if the fully planar option is

desired and 0 if not. In the fully planar option, the program merely reads from a
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TABLE 11

SUMMARY OF CARD INPUTS TO SUBROUTINES MTWND1, RGWND1, AND CBREZ1

Card Content Variable Names
Number onten and Format
Subroutine MTWND1
1 X and Y coordinates. Maximum height, and half width XM ), YM(J), H(J),
of the Jth mountain A(@J), 4F10.3),J=1
2 Same as card 1 but for 2nd mountain Same as card 1 but
ford=2
Last The end of the deck of mountain descriptions is indicated
Card by a card having a zero in the mountain height position
Subroutine RGWND1
1 X and Y coordinates of a point on the 1st ridge line, height XM@), YM(J), HQ),
of 18t ridge, half width of 1st ridge, orientation angle of A@), B,J=1
1st ridge (radians clockwise from time north) (5F10.3)
2 Same as card 1 but for 2nd ridge Same as card 1 but
for J =2
Last The end of the deck of ridge description is marked by a
Card card having a zero in its ridge height position
Subroutine CBREZ1
1 Sine of the latitude of the sea-breeze cell, Guldberg-Mohn SNPHI, SGMA, ELX,
friction parameter, the total extent of the sea breeze, THET, (4F10. 3)
average ground temperature
2 Wind-field extrapolation attenuation constant, thermal WW, AKY, B, GRAD,
eddy diffusivity, coastline orientation angle, unperturbed NN,(4F10. 3, I10)
temperature gradient, number of harmonics used in
temperature-time description
3 Magnitude of 1st temperature differential, phase of 1st DELTX(N), TAUX(N),
temperature differential N=1
4 Same as card 3 but for 2nd harmonic Same as card 3 but

for N=2
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card the height of the planar topographic surface and uses it throughout transport.
If the piecewise-planar option is specified, the program expects that a topographic
data tape has been prepared and is available for use. This tape carries the identifi-
cation word THTOPO and its data structure is indicated in Table 12. Complete details
are given in Appendix C. (Mks units are used.)

TABLE 12

THE BINARY TOPOGRAPHY TAPE DATA

Record .
Number Content Variable Names
1 Tape identification symbol IHTOPO), DENTI, TXLIL, TXLU,
| overall topography area limits, and the TYLL, TYLU, NBLCK
| number of data blocks
2 ! Arbitrary topographic identification TOPID(J), J =1, 12
card image
3 Topography table of contents (first part) TOPOLM(,J), I1=1,4,
for all data blocks J =1, NBLCK
4 Topography table of contents (second part) | ITOPLM(,J), I =1,3,
for all data blocks J =1, NBLCK
5 | 2-D table of data for first data block S J), I=1, 1II,
: J=1, JJ
6 | 1-D table of data for first data block SUBSID(K), K =1, KK
7 Same as records 5 and 6
8 . but for second data block
|
N End of file

The Transport Module uses subroutine RDTOPO to read blocks of topographic
data into memory from the tape IHTOPO. Subroutine HEIGHT is used to determine
the elevation of the topographic surface at the horizontal position of a particle.

Two other programs, TOPIN and DATERR, which are not strictly part of the
Transport Module, have been written to prepare and check the topographic data
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tape and to write the piecewise-planar topography tape IHTOPO. Since these programs
are out of the main stream of the Transport Module, their inputs, operations, and out-
puts will not be described here, but rather are dealt with in Appendix C. However

the contents of tape IHTOPO are as follows.

The topographic data must be divided into blocks and only one block at a time
can be accommodated in core storage during transport. With reference to Table 12,
we see that the first record consists of the tape identifier. the coordinate limits of
the area covered by all the data blocks on the complete topography tape, and the num-
ber of topography data blocks on the tape. The second record consists of a Hollerith
card image that contains a descriptive comment that identifies the particular topo-
graphic data on the tape. To describe the contents of the remaining records, we

must briefly review. as follows, the nature of the topography description

1. Consider the topographic unit to be a surface segment that projects a
square area onto the z = 0 plane such that the sides of the projected

square are parallel to the coordinate axes (north-south and east-west)

2. Location coordinates of all topography units are specified in the z = 0

(horizontal) plane of the macrowind-field coordinate system.

3 Topography descriptions are arranged on tape IHTOPO in data blocks.
each of which consists of arrays ((S{I,Jj, 1+ 1,II)J-:1, JJ) and (SUBSID:K,
K=1, KK).

4, Array S represents a rectangular area in the z - 0 plane (with sides
parallel to the x and y axes) that otherwise is arbitrarily placed within
the limits of the overall topo area. Its minimum x and y coordinates
are BXLL and BYLL (in meters). It is subdivided by a square grid with
interval GRINT (meters). Each element S(I, J) of array S has the follow-
ing signiticance:

a. If 8(I,J) is positive, then S(I, J) is the altitude of the (I, Jjth topo-
graphy unit it represents in the array area (meters above mean
sea level),

b. If S(.J) is negative. then the fixed-point equivalent of (1 S{I.Jy! is
the index of an clement in arvay SUBSID that is the first element

of a quartet (sce item 5 helow),
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The indices I and J of the S{I, J) array represent increments of distance
GRINT along the x and y axes respectively. S(1, 1) represents the grid
element in the lower left corner of the area. S(2,1) is the next element
to the right of the corner, S(1,2) is the element just above the corner, etc.

Array SUBSID consists of a sequence of groups of four elements (quartets)
each of which represents the four square areas (topography units) result-
ing from an equal subdivision of a topography unit. Each element
SUBSID(K) of array SUBSID has the following significance:

a. If SUBSID(K) is positive, it is the altitude of the topography unit

it represents (meters above mean sea level).

b. I SUBSID(K) is negative, then the fixed-point equivalent of
| SUBSID(K)' is the index of an element in array SUBSID that

is the first element of a quartet.

We see that array SUBSID allows (in principle) an unlimited capability
for successive subdivision of the original topography units defined in
array S. Furthermore, a unique altitude is specified for each topo-
graphy unit that results finally from the successive subdivision process.
The sequence numbering of quartet members is as follows: lower left
SUBSID(K), upper left SUBSID(K+1), upper right SUBSID(K+2), lower
right SUBSID (K+3).

The correspondence between arrays S and SUBSID is as follows.

Picture the array S to be set up in the fashion of a conventional matrix

S(1,1) S(,2) S(1,3) . ... S(JJ)
S2,1) S@2,2) S@,3) . ... S@,J9)
SQI, 1) SAI,2) SAL3) .. .. SQLJJ)

The sequence of quartets in the array SUBSID is determined by scanning
through each row of the S matrix, in its numerical sequence, from left to
right. Each negative element so encountered in the matrix starts the next
quartet in SUBSID.
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With reference to the discussion above we now can define records 3 and 4 on
tape IHTOPO. Together these records provide a complete table of contents for the
remainder of the tape by defining all of the data blocks on the tape. For each of the
arrays TOPOLM(, J) and ITOPLM(I, J), the index J identifies the data block sequence

number (J=1, 2, 3, 4), The index I specifies the parameters:

I TOPOLM ITOPLM
1 BXLL I1

2 BYLL JJ

3 | GRINT KK

4 TTOPO

The variable TTOPO gives the maximum topography altitude specified in the data
block., All distances are specified in meters, and altitudes in meters above mean

sea level.

Then on the tape IHTOPO the arrays S and SUBSID follow for each data block,

Output Description

Printed Output

The printed output of the Transport Module is largely self-explanatory since
extensive labeling is done. Table 13 presents a summary of this output. Not in-
cluded are the (optional) transport trace printouts which are described in the dis-

cussion of subroutine LINK?7.

Binary Output

The primary output of the Transport Module is a magnetic tape containing a
binary mode complete description of all cloud subdivisions that landed during the
transport run. In addition, the Transport Module prepares printed output designed
to identify and describe the transport run in sufficient detail so that the resulting
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TABLE 13

PRINTED OUTPUT OF THE TRANSPORT MODULE

Output

Content Variable Names
Sequence
1 Run identifiers for LINK1, LINK2, LINK4, and transport DETID@), J=1, 12
CRID), J =1, 12
PSEID )Y, J=1,12
TID(J), J=1, 12
2 Transport control array (Table 6) IC(J), J=1,18
3 Transport time limit (sec) TLIMIT
4 Fallout particle density (kg/m?) ROPART
5 Topographic data:
a. If continuous planar topography is specified,
the topography altitude (meters) is printed. TTOPO
b. If a piecewise planar topography is specified,
the topography tape IHTOPO) identifier is printed. TOPOID(), J=1,12
6 Wind-field identifier WID(J), J=1,12
Atmospheric properties used for particle fall rate
calculations: height of stratum bottom, viscosity, and height not stored,
density (mks units) ATEMP, RHO
8 Replacement time of the wind field whose description
follows (items 9 and 10)(sec) ENDTIM
9 Wind vector input data array: Zs(J)), X8,
Z, X,y coordinates, and x,y, z wind vector YS@), VX)),
components (meters and meters sec'l) VY @), VZJ)

10 Macrowind-field definition input data array: BOTHIT(J),

bottom height of stratum,grid interval, minimum GRINT(J),

X and y coordinates,maximum x and y coordinates WLLX(J),

(all in meters) WLLY{(J),
WURX(J),
WURY (J)

11 If IC(7) =1, the wind vectors at each grid point of
the macrowind field are printed in the following
arrangement:

Level (stratum) number, altitude of the bottom of J, BOTHIT(J),
the stratum, x components of all wind vectors Vs, VY, VZ
in the southernmost east-west row, y components

of all wind vectors in the same row, z components

for all vectors in the same row, repeat for the next

row, etc,; repeat for the next level, etc,

12 A one line in-core particle array summary printout is JTEST, JTEST1,
executed on each pass through subroutine DUMPP:JTEST, NFREE, NG,
JTEST1 (Table 2),number of blanks, number of grounded NLOST, NTO,
particles, number of lost particles, number of particles NTI, NW
on the topography boundary, number of particles on the
time boundary, and number of particles on the wind-
field boundary.

13 If IC(8) = 0, properties of all "lost particles" are printed: XP,YP,ZP,

z,y, z coordinates, time, diameter, and mass TP, PS, FMAS

per unit area,
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tape of grounded cloud sundivisiuns can be used repetitively. This 1s achieved

by printing the identifiers ot all the sets ot input data that were used by the Trans-
port Module as well as recording some of the data dicectly. The content of the inter-
mediate output tape produced by the Transport Module and subsequently used by the
output processor as an input is set forth in Table 14. Mks units are used except

for particle diameters which are in microns

Data Structures for Secondary Memory Tapes

Three secondary memory tapes may be used by the Transport Module to
temporarily record descriptions ¢t particles that have been transported as far as
possible using the data currently availatle 1in primary memory but which are still
to be transported turther. In the event that room must be made in the Transport
Module's particle arrays tor incomung particle descriptions. tie transported ibut
not yet grounded; particles may be coilected and written out onto a tape for: (1)
particles beyond the in-core memory topography, 2; particles beyond the in-core
memory wind field, or (3} particles awaiting the next updating of the wind field,
Since all of these tapes are subsequently .ut symbolically into the place of the
regular particle 1nput tape 1PARIN, they must all have the same data structure as
the particle data portion of I’ARIN That structure consists of pairs ot data
records arranged in seguence on the tape - the first record of a pair 1sla count of
the number of particle descriptions to be found in the second record of the pair.

The end of the data set is always marked by a zero particle count record.
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TABLE 14

THE GROUNDED PARTICLES TAPE, IPOUT
(Binary output of the Transport Module)

Logical Record

Record Content

Variable Names

Number
1 Identification word (IPOUT), spare, time at which POUT, NCL,
transport was terminated, width of cloud sub- TLIMIT, BZ,
divisions at time of definition, and density of fall- ROPART
out particles
2 Fission yield, mass of soil lifted, solidification FW,SSAM, SLDTMP,
temperature, time of solidification, In(SD)¥ TMSD, SIGMA,
and 3 spares SPARE1, SPARE2,
SPARE3
3 Run identifiers for Initial Conditions, Cloud Rise, (DETID(), J=1, 12),
Cloud Rise-Transport Interface, Transport, and (CRID(J), J=1, 12),
Wind Field (PSEID({J), J=1, 12),
(TID(J), J=1, 12),
(WID(J), J=1,12)
Number of particle size ranges NPS
5 Central particle size, associated mass, associated PS(d),Ad),
activity, * and surface-to-volume ratio for each size PACT(J), SV{J),
range J=1,NPS
6 Number of atmospheric strata NA
Atmospheric viscosity and density for each stratum ATEMP(J), RHO(J),
J=1, NA
Topography identifier TOPID(J), J=1, 12
9 Number of particle (cloud subdivision) descriptions in N
the following data block
10 X coordinate, Y coordinate, time, particle size, and NP(J), YP{J), TP(J),
mass per unit area associated with each of N particles PS(J), FMAS(J),
J=1, N
11 Same as record 9
12 Same as record 10
Pairs of records like 9 and 10 are repeated until all
grounded particles are recorded
Last record The end of the ground particles data set is indicated N=0

by a particle count of zero

*
Not yet calculated unless the user has provided a LINKS3 particle activity

calculation

See LINK1 glossary in DASA-1800-1II,

T
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FORTRAN LISTINGS

FORTRAN listings for the subroutines are included on the
following pages.
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SUBROUTINE DUMPP DUMP
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C N1 AN ASSIGNED Gu TO BRANCH PUINT FOKR THE CLASSIFYING COuwt uuMP 61l
C N2 SEE N1 DUMP 62 '
C N3 SEE N1 DUMP 63
C N& SEE N1 DUMP 64
C PST SEE XPT DUMP 6>
C TPT SEE XPT . LUMP 66